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Foreword

The Battlefield Information Systems Technical Area of the US Army
Research Institute for the Behavioral and Social Sciences (ARI) does
research on the psychological process underlying the proper judging
of tactical intelligence, information system resource management,
the use of automated tactical data systems and staff aids to battle
management in command/control systems, intelligence, and target
acquisition as veil as on tactical information systems——the trans-
formation and organization of battlefield information, the man—machine
interface with tactical information, and the management of informa-
tion flow. The present report reviews techniques of purging——freeing
tactical data bases of useless, redundan t, ou tda ted , and incorrect
data——to reduce the problem of overload in tactical information sys-
tems.

Research on information management in tactical systems is direc-
ted by ARI through contracts with organizations selected for their
unique capabilities and facilities for research in tactical infor-
mation systems. The present research was conducted by personnel
of Science Applications, Inc. of Arlington, Virginia, under con—
tract DAHC 19—76—C—0050, with the technical guidance of Dr. Alison
F. Fields of ARI. This work provides part of the necessary tech-
nological base for research leading to solution of operational prob-
lems. It was done in response to requirements of Army Project
2Q762722A765 and with special interest from the US Army Combined
Arms Combat Development Activity (USACACDA), Fort Leavenworth,
Kansas.
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Chap ter 1

THE IMPACT OF TECHNOLOGICAL CHANGE AND THE NATURE OF INFORMATION USE

1.1 SCOPE OF PAPER

Mo~iern m a n a g e r s  are increasingly confronted with
growing quantities of records , data  and i n f o r ma t i o n  in both
digital forma t and hard copy files. These documents normally
c o n t a i n  the s u b s t a n ce  and r a t i o n a l e  of pas t a c ti o n s  and the
de t a i l ed  i n f o r m a t i o n  needed f o r  i n s t i tu t iona l  or f u n c t ional
decision and for operational direc tion of activities. While
increased amoun ts of information should , in p r i n c ipal , con tr ibu te
to better decisions and more rational management , excessive quan-
tities of data can overload an information system and make the
decision process cumbersome and inefficient. Thus, many con tem-
porary managers (including military commanders) are faced with a
problem reducing the volume of existing records to preserve or
improve operational efficiency. This problem applies to both
manual and automated records and information.

Managemen t and opera t ional  i n f o r m a t ion n o r m a l l y  has a
• measurable effec tive life span during which content value is corn—

paratively high. Afte r passage of some period of time records
begin to loose value, ultimately becoming of little use except
for h istorical purposes. As this occurs the problem of records
disposal grows in importance. Sperfluous records and information
can be han d led in ma ny d i f f e r e n t  ways depe nd ing upon the  na tu r e
and s ize of the o f f ice or ac t i v it y  invo lved , and upon the type , 4scope and quanti ty of information. Records with little residual
value can be removed from active files and mi g r a t e d  to less
access ible  s t o r a g e  loca ti ons or media ; those no longer  of use can
be d e s t r o y e d . S e g r e g a t i o n  and d i sposa l  i t s e l f  can be based upon
a v a r i e t y  of c r i te r i a  such  as r eco rd  age , con ten t or f r e q u e n c y  of
use , and the process of iden tifying and disposing of material can
be performed manually or au tomatically in the case of computer-
ized information systems. Such procedures and methods for manag-
ing the quanti ty of material held and processed in a given infor-
ma tion system bear many titles , such as records re tirement ,
records disposal , file main tenance , etc. For the purpose of this
a n a l y s i s , however , the authors have termed all activity under—
taken to limit the flow of da ta into a given information system
or to remove ex traneous data from such a system as “p u r g i n g ’.

The paper explores in general terms those rules cri—
teria , techniques and operations that can be applied to purging
to insure reten tion of optimum information data sets for specific
purposes by identification and retention of “essen tial” informa-
tion and el imination of superfluous material. Focus , however , is
upon the applica tion of purging to information management at Army
division headqua rters level. Thus , drawing upon existing

1
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lite rature in computer science , psychology, and informa tion sci-
ence , and from knowledge gained through visits to various mili-
tary and non—mili tary command and control and management centers ,
current state—of—the—art in purging is discussed and its
appropriateness for use with the automated information Tactical
O p e r a t i n g  System (TOS ) w i t h i n  the Tact ica l  Ope ra t i ons  Center
(TOC) of U. S. Army combat divisions evaluated . The paper begins
w i t h  a b r i e f  d i scuss ion  of those t echno log ica l  changes  t h a t  have
cr eated the requirement for automated information handling sys—
tems for direction of ground combat and aggrevated the purging
problem , and examines the role of information in decisionmaking .
Chapter II explores psychological techniques that can be employed
to help identify a decisionmaker ’s informational needs. Current
state—of— the—art in purging is discussed in Chapter III. Divi—
sional level information needs for land combat are analyzed in
Chapter  IV , and criteria are developed for essential information
needed for task performance i the division TOC for that facility
to function effectively. This leads to the identification of
those information elements which can be completely purged from
TOS proper and those which can better be moved to a slower
storage medium for reacquisition , i~ necessary. General rules ,
techniques and opera tive procedureb are then suggested which can
be employed to manage and control TOS Oata and which can serve as
a poin t of depat~ture for subsequent development and testing of
specific detailed procedures in a field environment. Me thods for
evaluating purge procedures are analyzed in Chapter V and an
evaluative process is developed to assist in selection among
purging alternatives.

1.2 RESULTS OF IMPROVED COMMUNICATIONS

Until the twentieth century, ground warfare was usually
waged wi th only generalized direction from the national level.
This situation has changed drastically during the past fifty
years. Improved electronic communica tions and associated innova-
tions have had a profound effect upon the ability to control and
direct modern military forces.

Instructions can now be rapidly transmitted immense distances
at the speed of light and great quan tities of data and amounts of
information can readily be exchanged between force elements ,
between operating units and controlling headquar ters , and be tween
national authorit ies and forces in the field. As a consequence ,
centralized direc tion of tactical engagements has become a real-
ity .

Such improved communication is not an unmixed blessing ,
however. Though centralization carries the promise of mor e
r a t i o n a l  and prudent force direction , i t  holds  the t h r e a t of over
control and excessive supervision at operating level. Too much
detailed information at the top can easily encourage excessive
meddling ; and a case can be made that the ease of transm itting
informat ion frequently creates an appetite for data at all head-
quarters above the operating level without regard to whether or

2
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not such i n fo r m a t i o n  can a ct t •a l l y  be managed , used , or is even
necessary  for  dec is ion  or a c t i o n  a t  a given  command . Conversely ,
ease of communica t ion facilitaties the provision of large amounts
of diverse information from national level agencies and sources
to field tactical headquarters directing military operations and
even to engaged units themselves. Such information , when current
and accurate, can have appreciable intelligence value and be
extremely useful at Corps and Divisior’ level for planning future
operations and analyzing near—term enemy intentions. However ,
such information can become a burden if security considerations
are excessively difficult at operating level or if the quantity
passed to field agencies is so large that the small staffs and
limited automated support in the tactical headquarters are innun—
dated and cannot sift the information received quickl y or effi-
ciently enough to identify specific items that have real value.
In this respect , facile communications have created needs for new
information handling techniques to screen , prepurge or synthesize
information at the national level before transmittal to the
field. A similar though less extreme problem may also be created
by the excessive detail (quantity) of information provided from
maneuver elements to field headquarters.

1.3 EFFECTS OF SENSOR DEVELOPMENT

Paucity of enemy informatio n , formerly the rule in bat-
tle , also no longer applies. Development of numerous types of
highly sophisticated sensors —— p h o t o g r a p h i c , e l e c t r o — m a gn e t i c ,
seismic , etc . —— and the  a i r c r a f t  and s a t e l l i t e  p l a t f o r m s  to
carry or implace such devices make it possible for field com-
manders and national policy formulators to collect in real , or
near real time , immense amounts of data relating to an opponent’ s
physical presence , activity and intentions. Large numbers of
such sensor devices presently exist and are being employed in
indications and warning activities. Existing sensors are being
continuously improved , and suchdatatern s proliferated driven by
the premise that “more information is always better ” . Until
recently, little at tention has been given to the synergism of
complementary systems and the way in which information from vari-
ous sources  m i g h t  be f u s e d  or e v a l u a t e d  c o n c u r r e n t l y  t h r o u g h  com-
p a r a t i v e  a n a l y s i s .

Unless precautions are taken to filter sensor data ,
existing systems can innunda te a tactical command headquarters.
Mindful of this , sensor or sensor platform managing agencies nor-
mally process and reduce sensor acquisition data before passage
or d e l i v e r y  to military commanders or policy formulators. In
theory, only essential information is passed to the commander and
this , in turn , transmitted to him as quickly as possible within a
prescribed time window that will permit rational reaction to that
information. Careful delineation of the timeframe within which
information can be employed for a given purpose or decision sets J
the procedural bounds and dictates functional decentralization

________ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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and a subdivision of labor. Despite this , however , more informa-
tion is frequently available than is needed or can be effec tively
employed , and the commander ’s staff is normally faced wit~’ the
problem of disposing of that data which is not of immediate use.

1.4 INFLUENCE OF AUTOMATIC DATA PROCESSING

• The electronic computer , with a capability to store
• immense amounts of information and quickly retrieve selected

items , does not provide the universal solution to the problem of
information management. All too frequen tly, da ta processing is
harnessed to an informa tion handling task without full apprecia—

• tion of the human and material costs involved in data capture.
This is particularly true when input data is acquired from a
large number of sources and must be manually entered into com-
puter memory. Further , the ease with which the computer can
recall such information tends to encourage an appetite for exces-
sive detail whether or not such detail is actually needed .
Unless information can be quantitatively analyzed or graphically
aggregated , information retrieved from an automated system in
alphanumeric form must be read by the recipient —— a process
which compels the user to be highly selective in recalling infor-
mation and slows his cognitive process of assimilating and using
information to reading speed . Even when the computer is bar—
nessed only to a task of automatic transmission and rapid distri —
bution of textual messages, little is gained in an operative
e n v i r o n m e n t if the information is delivered in such large quanti-
ties that examination and evaluation is not possible within rea-
sonable periods of time , or if critical information cannot be
readily identified .

1.5 FACTORS CONTRIBUTING TO DATA PROCESSING SATURATION

Almost every major Army ADP and communications system
has a built—in potential for overload . This can develop in the
form of communications and information processing channel satura-
tion and/or through the filling of all available data storage
capacity. Such overloads can occur periodically under routine
peak processing loads or when extra information processing is
required to support some type of exercise , or when unexpected

• heavy demands develop during actual crises or combat operations.• U n f o r t u n a t e l y ,  p r o c e d u r e s  for procuring and using Army ADP fre-
quently set the stage for future overload . For example, since4 computer hardware and software represent a major capital invest-
ment even in an environment of sophisticated weaponry, ADP sys—
tems are often scaled down in procurem ent design until approved
systems meet only mi nimum requirements. In addition , Army ADP

• managers are strongly encouraged to make maximum use of the
available ADP hardware. Thus , there is usually a steady growth
in the numbe r and size of applications placed on fielded systems

~ and ir~ the frequency of processing such applications. This pro-
cess of stimulated growth steadily erodes whatever excess capa-
city or cushion was purposely provided for the user in the

~~~~~ 4



original design concept. However , the extra capacity serves as
the ADP manager ’s only reservoir on which he must draw to satisfy
unexpected demand s on his ADP system . Sign ificantly, once the
cushion of excess capacity has been lost there is very little• t ha t  the da t a  manage r  can do in  the sh o r t  r u n  to enhance  process-
ing capacities without selectively reducing service to customers.

A number of major factors can contribute to overload
and saturation. These include :

• an increase in data processing requirements volume
resulting from changing organization activ ity levels;

• the capacity or volume constraints of the comrnunica—
tions and ADP hardware configurations dictated by mili-
tary specifications , such as limited available space in
vehicles or shelters;

• the tendency to load the information processing system
with less important applications in order to improve
average system use during low activity periods ; and

-
• • an inability of the managers and other system users to• make the hard decisions necessary to purge or limit the

amount and kinds of data held in computer memory.

• Most ADP systems have periods of overload w h e n  unex-
pected demands arise. The immediate impact of overloads is delay

• in reports and/or reduction in the accuracy of reports as a
result of the inability to perform timely data base update ~nd
file maintenance. Ironically, interviews with data manag ers
indicate that delays generated by these temporary overloads are
not always an unwelcome occurrence. For example , personnel in
the New York City Police Department view this condition as a

• buffer which prevents additional work requirements from being
passed on by operating elements of the police force. As the
level of work declines , delayed reports are then produ ced , the
backlog of work eliminated , and the system returns to normal
schedule. Such a delay can have a serious effect upon the deci-
sion process if alternativ e methods of obtaining required infor-
mation are not possible. Of importance , however , is the early
recognition that delays experienced during peak levels of routine
processing can be of great consequence during crisis or actual
combat. Of course , the seriousness of the problem is compounded
if the crisis or combat operation extends over a protracted
period .

Data managers generally tend to use the capabilities
and capacities of their system to satisfy as many needs of the
parent organization as possible. Thus , applications grow in
number and processing increases with the passage of time. This

• tendency to fill available capacity results from the desire to
automate administrativ e tasks saving manpower costs , and the need

5
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to demonstrate productive use of an expensive system . Part of
the rationale for placing lower priority applications on Army ADP• systems is that such routine use will partially offset the
acquisition and maintenance costs during non—crisis conditions.
Implicit in such rationale is the belief that the less important
applications will be removed from the system when the additional
capacity is required . In most cases, however , automation of a
manual function results in gradual withering away of unused
skills and ultimate loss of the abil ity to perform the adminis-
trative task manually. As an example , forms used in manual pro—
cessing can be e x h a u s t e d  or misp laced  and the  persons  who know
the manual methods can be lost through normal personnel rotation
and attrition. Thus , the ADP manager finds himself with no
alternative but to continue processing low priority jobs on the
computer system during times of crisis because of the inability
of functioning agencies to obtain necessary information in any
other way.

The tendency to include complex capabilities that will
satisfy every possible demand that can be placed on the system
further complicates the development and use of ADP for battle
support. So important are the decisions which must be made dur—

• ing a crisis situation and in combat that pressure is almost
overwhelming to provide the manager with a system which can sup-
port every conceivable information requirement. This , despite
the fact of general recognition that specification of all
relevant information requirements is an unattainable goal.

1.6 TOS CONSTRAINTS AND INFORMATION MANAGEMENT PROBLEMS

• Development of an automated TOS to manage information
for command and control of group operations at Army Division
level faces comparatively unique and difficult constraints. For
survivability in a tactical environment , the physical location of
the Division TOC must be concealed . This restricts the size of
the entire facility and dictates that any automated system which
the TOC contains also be limited in size. However , informational
loads with which such a system will most likely have to deal are
large. In the event that Soviet or Warsaw Pact forces are
engaged , large enemy force elements will probably be involved and
a rich enemy target array presented on the battlefield. Not only
will the quantity of information relating to enemy force disposi-
tion and location be substantial , but the mobility of opposing

• forces will make this information highly dynamic and rapidly per-
ishable. Yet , given the nature of modern land warfare , time win-
dows for decision at Division level frequently are quite short.
As an example , for effective target acquisition and engagement ,• such windows can be as small as 3 to 5 minutes when enemy
activity involves moving vehicles or 15 to 20 minutes when a
nuclear delivery system is involved . Thus , quick system response

• is essential. All this presents rather confl icting design param-
eters. TOS must be small in size and rugged in construction , yet
it must be capable of quickly handling large informational loads

6
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with a small number of operators and a minimal support staff.
• This poses a real danger that such a limited system will rapidl y

become saturated in a combat environment unless superfluous
• information is quickly removed or purged from the system .

Saturation of TOS will occur if one or more of four
essentially different but interrelated conditions develop . If the
amount of data entered into the sys tem comple tely fills main
memory storage and the associated disks and tape drive , a cond i-
tion of storage overload will prevail. If the data holding s
become so large that critical information cannot be retrieved
efficiently and reliably within acceptable time limits , system
overload will occur. This particular overload results simply
because the machine itself can perform only a finite number of
functions within a given period of time . Each process involves
some shifting or manipul ation of data , and although processing
time is brief , the data input and data output processes are slow
by comparison and result in retrieval and update que ing . When
holdings are inordinately large , the bulk of data is held on
secondary storage medium which requires further time for data
search , acquisition and movement to main memory before process-
ing . A condition of communication overload can develop at the
interface point between external communications links and the
computer system in the data entry process. This condition will
result either when much more data is received than can effec—

• tively be placed in the system within an acceptable timeframe , or
when more data is generated than the external communications sys—

• tern itself can accommodate and move to the processing site. For
TOS, this will most likely occur at a point of man—machine inter-
face , although not necessarily at the computer itself. Finally,
whenever the computer has available and provides more information
than the user can deal with effectively, information overload• will occur. Unlike storage overload and system overload , which
are failures with in the computer system proper , information over-
load also occurs externally at the point of man—machine interface
while the system operator is attempting to retrieve information
previously entered into the computer. Analysis in this monograph
examines “purging ” as a method for coping with these four over-
load problems.

1.7 PSYCHOLOGICAL CONSIDERATIONS ASSOC IATED WITH DECISION—
SUPPORT DATA BASES

Relationships between the type and quantity of informa-
tion which an indi vidual or a functioning agency requires for
sound decisionmaking and judgment is central to the entire issue
of purg ing . With this in mind , some fairly intuitive character i—
zations of an adequate decision—support data base can be made
without lengthy exposition on the psychology of decisionmaking .
An effective data base is one that is relevant to the
decisionmak er ’s information -seeking objectives , composed of
timely, comprehensiv e and accurate data which is minimally
redundant , and which is efficiently organized for rapid and

7
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correct retrieval of information requested ~~ the user. Con-
versely, an inadequate data base contains an unacceptable amount
of irrelevant , outdated , incomplete , inaccurate , redundant ,
and/or inefficiently retrievable information.

Such intuitive characteristics , however , fall short of
providing adequate definition for terms like “relevant” , “timely ”
and “efficiently organized” . To explain these terms more pre-
cisely and derive conc lus ions  about  o pt i m a l  p u r g i n g  techniques ,
it is helpful to examine the psychological literature for empiri-
cal evidence of relationships between the characteristics of an
information set supporting a decision , and the parameters of the
decisionrnaking process performed by the user of the information
set. This permits identification of •those particular charac—• teristics of the data base (e.g., content, frequency of update ,
retrieval techniques , etc.) which can be systematically associ-
ated with patterns of decisionmaking behavior evidenced by users
of the data base (e.g., amount of information considered before
the decision is reached , confidence in the final decision , accu—
racy of the final decision etc.). It also facilitates identifi—
cation of those data base characteristics reliably associated
more with decisionmaking dysfunctions (e.g., improper interpreta-
tion of probabilistic data , prolonged information seeking and
inappropriately delayed decisionmaking ) than with positive
decis ionmaking functions (e.g., reduced decisionmaker stress ,
mere timely decis ions , and greater user satisfac tion with the
data base) . Such knowledge can contribute directly to a more
explicit definition of an adequate data base than can be reached
in tuitively, and should generate a tentative list of psychologi-
cal criteria for effective data base creation. Finally, such
analysis can provide some measure of the relative importance of
various data base features in terms of optimizing the decision—
making behavior of its users. Before commenting upon this
literature , however , it is useful to define explicitly the crit i—
cal terms , decisionmaking , data and information and to charac-
terize in a general manner the role of information—seeking in the
decisio n process.

Decisionmakin c~ involves several components , each of
which bear on the defini tion of an adequate information system .
These include :

• the decisionmaker and his goals;

• the environmen t or context of the decision prob lem;

• alternative responses open to the decisionmaker for
attaining his goals;

• relative probabiliti es for successful attainment of
goals associated with each alternative; and
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• a c r i t e r i o n  level for  expected p r o b a b i l i t y  of success ,
which pr i o r  to the decis ion exceeds the p r o b a b i l i t y
associated w i t h  any i d e n t i f ie d  a l t e r n a t i v e .

I n f o r m a t i o n  is fa c t u a l  m a t e r ia l  use fu l  for  d e c i s i o n m a k —
ing which serves to reduce a decisionmaker ’s state of uncer—
t.~inty. It adds to his ability to predict events and conse—

- -~ es of actions associated with the decision environment and
a’.ternatjves. When a decisionmaker is unable to make
.ictions comfortably or effectively he initiates

• ~n—seeking . Thus , the need for information occurs when
i onmaker ’s c u r r e n t  level of c e r t a i n t y  about  i m p o r t a n t

env~~~~nine~~t objects , states and events exceeds his criterion
state of certainty, regarding the probability of success associ-
ated with his decision alternatives.

Data Versus Information — Burch and Strater ’ define
data as raw , unevaluated facts in isolation which , when placed in
a meaningful context using data processing operations , allow the
user to draw inferences about subjects of interest to him .
Information is composed of data , but data alone are not neces-
sarily information . Information provides the user with an
increase in knowledge and it is derived when data elements are
properly processed and matched to the user ’s problem or decision.

The basic purpose of a decision—support information
system is to cap t u r e  a nd pro cess da t a i n a m anne r  t h a t  y i e l d s
information to the users of that system . Although information is
ultimately decomposed into data , not all data are informative ,

• and within a set, all are not equally informative. The primary
challenge of the decision—support information system , then , is to
extract from an avalanche of data available to an organization
those relevant data which decisionmakers require to make an
informa tion decision. While the mechanisms for extracting
information out of a dati s~~Tare  u l t i m a t e l y  d a t a  p r o c e s s i n g
techniques , no one data pçp~ce~~Tng method or combination cf
methods , manual or automated, can guarantee that data will be

• processed in a manner tha~E completely fulfills the user ’s
informa tion requirements. Determining a decisioninaker ’s informa-
tion needs , his defin itions of information — —  or relevant data — —

is an informa tion system design requirement separate from data
pr ocessing plans and methods.

Burch , J. C. and S t r a t e r , F. R. J r .  I n f o r m a t i o n  Systems:
Theory and Prac tice. Santa Barbara , Calif: Hamilton Publishing
Co., 1974 , pp. 23—26.

9

_ _ _ _ _  ~ -•1-~•----- -  ~~~~~~-•-~~



• - • - r ~~~~~ . - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~.-~--—-.• •.- •- • ~~~~~~~~~~~~~~~ • ~~~~~~~~~~ — r _ . ~~~~~~~_ •

1.7.1 Information—Seeking and Decisionmaking

A fuller understand ing of information can be achieved
by analyzing its role in the decisiorimaking process. In fact ,
some researchers define information totally with respect to its
decisionmaking role. Green and Tuli2 use the word , information ,
to refer to “recorded experience that is useful for decisionmak—
ing ”. The model below is an attempt to represent the relation-
ship of information—seeking to decisionmaking (See Figure 1—1)

The authors of this model (Burch and Strater) 3
emphasize , however , that theirs is a “rational” view of the
information—using process , which assumes total understanding on• the decisionmaker ’s part of his goals and the alternative
behaviors open to him . Thus , this model is more rational than

• actual human behavior both in terms of the manner in which
decision—support information is judged relevant , and in terms of
the amount of information considered preparatory to a decision.
In judgments both of da ta relevance and allocation of resources
to i n f o r m a t i o n  g a t h e r i n g , hum an  b e h a v i o r  r e q u i r e s  explanation
beyond that provided by Butch and Strater.

Atkin 4 has developed the following model of information
utility which suggests some of the less rational aspects of
information—processing during decisionmaking on adaptation of
their model presented in Figure 1—2. He sees information-
seek ing  g o v e r n e d  by a d e c i s i o n m ak e r ’ s s u b j e c t i v e  e s t i m a t e  of the
r e w a r d  v a l u e  d e r i v e d  f r o m  a message  and h i s  e s t i m a t e s  of the
e x p e n d i t u r e s  r e q u i r e d  in o r d e r  to obtain the message. The reward
value is composed of both instrumental and noninstrumental utili-
ties of information . Instrumental information explicitly contri-
butes to the decisionmak er ’s selection of the optimal response
open to him. Non—instrumental information has no such direct
problem—solving value; however , the decisionmaker may nonetheless
be reinforced by seeking and processing it.

A commander ’s or decisionmaker ’s need for information
is a function of extrins ic uncertainty produced by a p e r c e i ve d
discrepancy between his curren t level of certainty about impor—
tant events , objects , and states and a criterion state he wishes
to achieve before mak ing a decis ion . A “pr imitive cogni t ive

~ Green , P . E .  and T u l l , D .S .  R esearch  fo r  M a r k e t i n g  D e c i s i o n s ,
3rd ed., Englewood Cliffs , N.J. : Prentice-Hall, Inc., 1975 , p.
11.
3 Burch and Strater , op. cit., p.54
~ Atkin , C. Instrumental Utilities and Information Seeking
Clarke , P. (ed.). New Models for Mass Communication Research
Vol. II. Beverly Hills: Sage Publication s , 1973, pp. 205—242.
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uncertainty ” arises when the i ndividual perceives an insufficient
level of knowledge about an object after reprocessing stored cog—
nitions from previous experience .

Most problem—solving situations involve more complex
cognitive processes than a simple gain in knowledge about an
object. The individual usually wants to combine cognitions to
make a decision and to implement it. A “complex cognitive uncer-
tainty ” , then , arises when existing cognitions are inadequate for
responding to Situations that require orientations , decisions or
performances involving one or more objects. It is important to
distinguish these two types of uncertainty, because information
inputs that reduce primitive uncertainty may serve to increase
complex uncertainty .

Extrinsic uncertainty encompasses those primitive and
complex uncertainty states generated by a lack of knowledge con-
cerning anticipated adaptive responses or psychological adjust-
ments to previous behavioral , affective or cognitive activities.
The magnitude of this uncertainty depends on the size of the
“knowledge gap” between the current state of certainty and
optimum certainty.

The composi te  j u d g m e n t  of i n f o r m a t i o n  in t e rms  of i t s
instrumental utility , ht~wever , does not adequately explain
information—seeking . Noninstrumen tal information seeking can and
does occur even when the decision to be made is clearly defined
and instrumental utilities should be easier to jud ge. In
information—seeking , it is not the message content attributes

• (i.e., their decisionmaking relevance) which initiate and sustain
the information—seeking behavior. Rather , information—seeking is
based on noninstrumental “process gratifications ” in which the
information—seeking and information—exposure processes become
inherently rewarding , independent of the decisionmaking value of
such behavior. In this manner , A tkin suggests a useful distinc-
tion between data and information which mig ht be extended to a
distinction between “data—seeking ” and “information—seeking ” .

Donohew and Tipton 5 provide additional insights into
the ro le  of i n f o r m a t i o n  s e e k i n g , a v o i d i n g  and p r o c e s s i n g  d u r i n g
decisionmaking activities. Once again , the quirks of human
problem—solv ing do not lend themselves to the kind of rational
use of information modeled by Burch and Strater.

F i r s t , we are told of individual diffe rences in
“information—seeking and processing styles ” . Individual
decisionmakers develop an information handling approach out of

~ Donoh ew , L. and Tipton , L .  A Conceptual Model of Information
Seeking , Avoiding and Processing in Clarke. op cit., pp. 243—268.

13
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past dec i s ionmak ing  exp er iences  which  con t ro l s  the selection of
information used to cope with current decision requirements.
Thus ,the specific information sought to support a given decision
would vary among individuals as a function of their perception
of the decision problem , current knowledge of decision—relevant
information , and preferred modes of information input and
integration .

Second , across dec i s ionmake r s  the re  is evidence of
chang ing values for decision—relevant information at different
points in the decisionmaking process. For example , Tipton 6 found
a preferred order of information input , in terms of the evalua-
tive power of information as it reflects relative probabiliti es
of success associated with each decision alternative. This
apparent preferred order of evaluative information was: neutral
information , favorable information , then unfavorable nfo~mationabout a l t e r n a t i v e s .

Third , Berelson and Steiner 7 note that one longstanding
principal in self—selection of information is sheer accessibil-
ity ; people are exposed to communication to the extent that mes-
sages are readily available to them . Indeed , Atkin 8 notes that
an important aspect of informa tion processing is “ i n f o r m a ti on -:
yielding ” which occurs when unrewarding messages are so available• and obtrusive that significant expenditures of time, effort or
money are required to avoid exposure to the message and yielding
becomes easier than avoiding .

Decisionrnakers can behave rather uneconomically in
their allocation of time and effort to information—seekin g . The
literature on information closure (the point at which an indivi —
dual ceases his information gathering preparatory to a decision)
indicates that decisionmakers believe it is best to delay closure
as long as possible 9 and that they generally seek more informa-
tion than is objectively required to reach a sound decision 1° Evi-
dence from Stamm 11 suggests that the amount of information
acquired is an inverted—U function of the amount of time avail-
able for decisionmaking .

6 Tipton , L.P. Effects of Writ ing Tasks on Utility of Informa-
tion and Order of Seeking . J o u r n a l i s m  Q u a r t e r l y  47  , 1970 , pp.
309—317.
7 Berelson , B. and Steiner , C. Hu man Behavior New York: Har—
cour t , Brace and World , 1964.
8 Atkin , op cit. 1973.
~ Chaffee , S.H., Stamm , K.R., Guerrero , J.L., and Tipton , L. Ex-
periments on Cognitive Discrepancies and Communication.
Journalism Monographs 14 1969.
10 Edwards , W. Dynamic Decision Theory and Probabilistic Informa-
tion Processing . Human Factors , 2 , 59—73. 1962.
1~ Stamm , ICR. in Chaffee , et al., op cit. 1969.
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Certain aspects of information—seeking for a decision
appear more rational , however. For example , delay of closure has
also been shown to be directly related to decisional complexity .
Lanzetta and Driscoll12 found that information seeking increased
Systematically with the degree of decisional uncertainty opera—
tionalized as the number and relative strengths of alternatives
in the choice situation . Atkin ’3 reports that similar studies
have also shown that the importance of the decision increases the
amount of information—seeking .

However , there is evidence to suggest that these
information—seeking behaviors have to be qualified with data
relevance considerations as perceived by the decisionmaker .
Svenonius ’4 suggests these might be a “critical mass ” of refer-
ences retrieved in an automated system —— a number  of re tr ievals
beyond which the user says “to heck with it” and terminates his
search . Pullen and Hoffman ’5 suggest that the size of this criti-
cal mass is “probably a weak function of the relevance of
retrieved items ” . -

•

While the Burch and Strater model’6 is very helpful in
reflecting upon some of the sources of wide individual diffe r—
ences among decisionmakers in information—seeking behavior , the
full complexity of the decisionmaking/information gathering pro-
cess is de—emphasized . Realisticall y, complex decision tasks
o f t e n  place an i n d i v i d u a l  in more  than one state of uncertainty
at the same time . In f a c t , h i s  sources  of u n c e r t a i n t y  may be
conflicting , complemen ta r y ,  or redundan t and it is the combina-
tion of these uncertainties that determine the decisionma ker ’s
true information needs.

1.8 DECISIONMAKING CONSIDERATIONS

We have seen that the role of information in a
decisionmaking process canno t be totally and objectively defined
by decisional requirements. Even where decisions are so clearly
delimited that the specific pieces of information needed to
optimize the selection of the best alternative can be explicitly

12 L a n z e t t a , J. and Driscoll , J. Effects of Uncertainty and Im-
portance on Information Search in Decisionmaking . Jou rn al of
Personality and Social Psychology , 10 , 479—486. 1968.
13 Atkin , op cit., 1973.
~ Svenon ius , E. An Experiment in I n d e x  Term F r e qu e n c y .  JASIS ,
23 , N o. 2 , 109 , 1972.
i~~Pu11en , K.A. and Hoffman , C.W . On the Sc ience  of I n f o rm a ti on
Retrieval. U.S. Army Ballistic Research Laboratories , Report No.
1896 , 1976.
16 B u r c h , J.G. and Strater , F.R. Jr., op cit., 1974.
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identified , decisionmakers frequently behave in a variety of
irrational , counterproductive and sometimes unpredictable ways.
These decisional idiosyncracies are pr imarily a function of per-
sonal decisionmaker style , previous experience , and situational
variables including fatigue , time pressures and the availability
of i n f o r m a t i o n .  Thus , the following considerations pertaining to
the psychology of decisionmaking and related information handling
activities appear critically related to the effective design ,
ope ra t i on and evaluation of a psychologically sound decision—
support data base:

• Even g iven the same decision situation , individual
decisionmakers will vary their information—processing
preferences and behaviors in accordance with differ-
ences in their perceptions of decision requirements ,
and of the salience and criticality of the decision
problem ; with their previous experience with similar
decision prob lems;  w i t h  t h e i r  exposure  to other sources
of i n f o r m a t i o n;  and w i t h  i n d i v i d u a l  d e c i s i o n m a k i n g
b iases and s ty les .  Whi l e  the  n a t u r e  of the  d e c i s i o n
task does serve to set wide parameters on the defini-
tion of relevant data , information needs do not arise
ex c l u s i v e l y ,  or even g e n e r a l l y ,  f r o m  t he  n a t u r e  of t he
decision s i t u a t i o n .  The population of decksionmaker
users  of an i n f o r m a t i o n  sys t em m u s t  be t~ie f i n a l  source
of i n f o r m a t i o n  a b o u t  t h e  proper contents of a suppor—
t ive  data  base.  Decision-support information systems
must be sensitive to individual differences in  in f o r m a -
tion preferences , allowing for individual information—
seeking and valuing , in order to maintain decisi rnmaker
confidence in , and use of , the  sys tem .

• The a rg ument  t h a t  an i n f o r m a t i o n  sys t em should
leniently provide for individu al ditferences among
decisionmaker users suggests that data base content
parameters should not be drawn too narrowly. However ,
there is a counterbalancing need to avoid the exces-
sively inclusive data base. The research literature
suggest two dysfunctions of an unmanageably large and
primarily irrelevan t data base . On the one hand ,
decisionmakers may needlessly prolong data seeking and
thereby inefficiently delay the selection of a decision
alternative. On the other hand , there is the danger of
frustrating searches of a predominantly irrelevant data
base leading to a prem ature termination of the informa-
tion search and the resulting selection of a decision
alternative on the basis of inadequate information.

• The costs of recording and processing data must be
weighed against some determinati àn of the value of that
data to the decisionmaker. Whereas the cost of provid-
ing information to the decisionmaker is a fairly
straightforward estimate (i.e., system costs including



methods , devices , media and manpower support) , informa—
tion value is an intangible entity and estimates of its
magnitude are correspondingly difficult. Furthermore ,
different users ’ perceptions of the relevance of the
same data can vary markedly even when these data are
communicated in the same way, at the same time , and for
the same decisionmakirtg problem , and there is no
guarantee that they will use such data in the same
fashion. Inasmuch as individual differences among
decisionmakers and situational variables must ulti-
mately influence the value of information , criteria for
collecting , filtering , prioritizing and retiring data
must still be determined .

Modern milit ary commanders frequently receive more than
their fair share of information —— in many cases more than they
can normally handle. This is equally true of the staffs that
suppor t them , and technology appears to be making the condition
progressively worse ra ther than better. Commanders and their
s t a f f s  m u s t  deal w i t h  t h i s  i n f o r m a t i o n  u n d e r  c o n d i t i o n s  of st r e s s
when noise , fatique , lack of sleep , poor food , grinding responsi—
bility , and the threat of failure and defeat sap strength and
endurance. Though the vital decisions which these individu als
make are based upon the information at hand with its attendant
degrees of uncertainty, such decisions also hinge upon more than
the available information —— upon those anticipated consequences
of choosing one course of action rather than another. Even so ,
careful determination of the optimum information set for a given
decision should improve the probability of correct choice among
opt ions .  Some m e t h o d s  t h a t  can be employed  to help determine a

- - decisionmaker ’s needs are explored further in the next chapter.

17

• - 
- - _ --_ ~~~~~~ -•..- ~~~~~~•==-~~~•~~

-- •—=



- - 

Chapter 2 

• 
-

METHODS FOR DETERMINING A DECISIONMAKER’S INFORMATION NEEDS

This portion of the paper briefly presents five general
methods which can be employed to h e l p  d e t e r m i n e  d e c i s i o n m a k e r
information requirements , and summarizes advantages and disadvan-
tages associated with each. All of the examined methods have as
a common goal identification of decision—relevant information and
are built upon the assumption that the delimiting of information
will result in a more effective or timely decision.

The first involves direct questioning of the decision—
maker.’ Specific techniques employed can range from structured •
questionnaires to unstructured “in depth” interviews. In
essence , a decisionmaker is guided into listing his specific
i n f o r m a t i o n a l  needs f o r  fu n c t i o n a l  p e r f o r m a n c e  and d e c i s i o n.

• Frequen tly, c r i t i c a l  i n c i d e n t  t echn iques  pr omp t iden ti f i c a t ion of
salient information categories. Problems with such a direct

- • approach result mainly from probable biases of respondents.
— 

Specification of one ’s information preferen ces for a given set of
impor tant decisions makes these preferences subject to critical
review by peers or superiors. Preconceived notions of “ideal”
decisionmaking behavior can and will influence portrayals of
a c t u a l  i n f o r m a t i on  h a n d l i n g . F u r t h e r , i n f o r m a t i o n  needs  r e l a t e d

• to d e c i s i o n m a k i n g  may be d i f f i c u l t  to v e r b a l i z e , s ince  t h e y
involve , in part , unconscious predispositions and habits.

• Finally, a questionnaire designer or interviewer may impose h is
preconceptions and biases on the approach to direct measurement
of information needs.

A second method involves expert analysis of the deci—
sion to be mad e, and objective development of information
requirements for optimal selection of a decision alternative
based on experts ’ experience with the decision task , decisionmak—
ing conditions , criteria and goals.? Where decisions are not
ste reo typed in f o r m at and /or ar e una nti c ip a ted , data base compo-
sition for decision support can be difficult.

A third method represents a higher order analysis of
information requirem ents established in the second method , and is
built around the concepts of “decision situation ” and “decision
area ” , were a “decision area ” is defined as a group of decisions
with common informatio nal requirements , and a “decision situa-
tion ” represents a higher—level aggregation of decision areas
grouped in terms of similarity of decisionmaking goals. Such
conceptual organization eliminates duplic ation of stored informa—
tion , minimizes system operations costs , reduces data base redun-
dancy, and enhances retrieval efficiency. This particular

Burch and Strater , op. cit. pp. 121—123.
2 Burch arid Strater , Ibid.
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technique has been employed to d e t e r m i n e  i n f o r m a t i o na l  needs fo r
decisions relating to resource allocation for the support of Air
Force contingency and general war planning .3 In this case , deci-
sion areas included :

• the status of war reserve materiel assets;

• the ability to support unestablished contingency plans ;
• and

• the ability to support established contingency and gen-
eral war plans.

Informational requirements were logically derived for each of the
decision areas (e.g., shor tage and overage information). From
these in f o r m a t i o n a l  r e q u i r e m e n t s , da ta needs were  es tab l i shed  an d
a compu ter algorithm developed to transform data on war reserve
material into the appropriate information needed for each deci-
sion area. Implicit both in this particular method and in the
second me thod , is the fact that the nature of a decision pri-
m a r i l y  de term ines a dec i s i o run ake r ’s requiremen ts. Characteris-
tics of the decision task and of decision areas serve to set wide
parame ters for appropriate data base content , but  w i l l  no t f u l l y

• accommodate individual decisionmaker needs and preferences.

A fourth method involves observation and analysis of
actual information—processin g behavior during an individual or a
g r o u p ’s decisionmaki ng activities.4 The activity is observed
e i t h e r  in the f i e l d  du r ing ac tua l  occ ur rence  or s i m u l a ted i n a
labora tory with systematic manipulation of decisionmaking and/or
informa tion processing variables. Often , use is made of pro to—
cols o b t a i n e d  by tape r e c o r d i n g  a d e c i s i o n m a k e r  as he “ t h i n k s
aloud” during the process. Data gathered includes information
inpu t alternatives , the decision alternatives addressed at the
t i m e  of each in f o r m a tion reques t, and re ten ti on/p u r g e  dec i s i o n s
about available data where limitations are imposed on
dec i s i o n m a k e r ’s ability to retain acquired information. Analyses
focus on con tent characteristics (e.g., sou rce , time of origina-
t i o n , subject matter) of selected and nonselected information and
tha t retained or purged . Where strong patterning of such deci-
s ions  e m e r g e s , the method can include development of a discrim —
inan t function to describe the decisionmaker ’s info rmation—
handli ng behavior.

~ Carlson , A. and Talbott , M ., Jr. The WRM Informat ion System
A i r  Force  I n s t i t u t e  of Technology ,  Wrigh t-Patterson AFB , Ohio
School of Systems and Logistics , June 1976.
~ Green and Tul l , op. c i t .
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One obvious advantage of this approach is its potential
for encouraging user confidence in his data base. If purging
algorithms for an information system have developed through
modeling of ac tua l  d e c i s i o n m a k in g  and i n f o r m a t i o n — p r o c e s s i n g
behavior , user conf idence in the probable re levance of the
r e s u l t i n g  data  base should be enhanced . However , sig n i f i can t
problems can arise if observer ’s project their own perceptions of
the decisionmaker ’s information valuing into the analysis.
F u r t h e r m o r e , the value of da ta collected in this manner is highly
dependen t on the skills of the decisionmaker being observed. The
technique is powerful when employed skillfully, but remains more
of an art than a science.

A fifth method —— a spinoff of the fourth —— involves
the measurement of “decision assumptions ” . Direct questioning of
decisionmakers is avoided and focus centers upon analysis of the
decisionmaker ’s actual behavior with decision support informa-
tion. This method differs from the preceding method in two
important ways:

• First , while the decisionmaker under study is still
asked to make a data relevance judgment within the con-
text of a defined decision problem , he is asked to pro-
vide additional information about his relative prefer-
ences for each piece of information and/or the extent
to which different pieces of information are similar or
substitutable. The nature and number of comparisons

• 
- r equ i r ed  in t h i s  d a t a  c o l l e c t i o n  a lmos t  a lways  neces s i —

tate laboratory gaming rather than field observation
methods.

• Second , and most  i m p o r t a n t , t he  approach  does not
a t tempt  to d i s c r i m i n a t e  d i f f e r e n t i a l l y  r e l e v a n t  d a t a
solely on the  bas i s  of i ts  o b j e c t i v e  c h a r a c t e r i s t i c s
(e.g., source , l e n g t h , topic) but rather attempts to
elicit from the decisionmak er the psychological dimen-
sions along which he perceives these data to be more or
less similar , preferred , and relevant.

This final method is aptly described by Wilcox 5 as a
search for the assumptions which underlie a decisionmaker ’s
choices among alternative responses , and for the kinds of new
information which will cause him to perceive a change in the
nature of each available choice . Furthermore, each type of such
information gauges some attr ibute of the choice alternatives.
This operational definition of an attribute meets the defini-
tional requirements for inform ation as data useful for decision —
mak ing , that is, for discrimina ting among alternative response
options.

~ Wilcox , J.W., ~ Method of Measuring Decision Assumptions. (Cam-
bridge, Massachusetts: MIT Press , 1972).
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The philosophy behind this approach is that relevant
data base content is best determined by an understanding of the
decisionmaking rules employed by the data base user in approach—
ing a given decision or set of decisions. Assumptions that guide
decisions a re  said to be only  par tly conscious , so direct ques-
tioning of decisiorimakers is ineffective. Wilcox also rejects
stereotyping decisions or decision areas because many real—world
decisions are necessarily novel or unstructured . Finally, he
rejects field observation studies as time—consum ing , obtrusive
and expensive.

Wilcox further argues that information systems can be
optimally designed if one uses measured decision assumptions to
match available data to user needs. Such measurement implies
d i scove r i ng a t t r i b u te s  associa ted  wi th a l t e r n a t i v e s, a c h i e v i n g  a

• preferred ra nk among all decision alternatives and measuring
their relative influence. The preference for one alternative
over another is predictable as a function of the alternative ’s
coordinates in a multidimensional attribute space. The method
draws on recent work in attitude and opinion research , marketing
research and cognitive psychology to measure decision assumptions
within a choice—set representation: that is , within a graph
linking attribute characteristics of decision alternatives to
decision outcomes. In particular , the method combines variations
of the semantic differential , multidimensional scaling (NDS), and
the Role Repertory Test to determine decision assumptions.

The semantic differential technique consists of asking
responden ts to r a t e  e x p e r i m e n t a l  objec ts along a l a r g e  number  of
relevant prespecified bipolar adjectival scales. Multidimen-
sional scaling methods use comparisons of interobject similari—
ties to construct a spatial configuration of objects in which
i n t e r o b j e c t d i s tances  c o r r espond to pe rce ived  d i s s i m i l a rit ies ,
and s p a t i a l  d i m e n s i o n s  c o r r e s p o n d  to s i g n i f i c a n t  d i s c r i m i n a t i n g
concepts for organizing the perceived relationshi ps among
objects.6 Recently, the technique has been reduced to a set of
real , positive numbers , specify ing interobject distances of all
object pairs.

It should be noted that a variety of studies have used
m u l t i d i m e n s i o n a l  s ca l i n g  to de te r m i n e  the d i m e n s i o n s  a lo ng wh ich
decisionmakers charac terize a set of objects. Rigney and DeBow~for instance , related dimensions used by military officers to
characterize simulations of attacks to their threat assessments
of such attacks.

6 Wilcox , op cit., 1972.
~ Rigney, J.W. and DeBow , C.H., “Multidimensional Scaling
Analysis of Decision Strategies in Threat Evaluation ,” Journal of
~pplied Psychology , Vol. 51 , pp. 305—310 (1967).
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Kel ly ’s Role Repe r t o r y  Test , or i g i n a l l y  developed to
measure the structure of interpersonal social perceptions , asks
the decisionmaker to match a given list of object role descrip-
tions with appropriate objects from his own experience . A l im-
ited number of object triads are later presented to him. For
each triad , he is to specify which pair of options is most simi-
lar. This then identifies the one option that is different in
some important way. In the comparison process , the decisionmaker
is encouraged to name attributes along which he differentiates
the triad members. These data are factors analyzed to eliminate
redundancies. In the next stage , the decisionmaker positions
each object or each relevant attribute scale previously obtained .

Wilcox ’s eclectric method draws from the semantic di f—
ferential , multidimensional scaling and the role repertory test.
The decisionmaking task under investigation consisted of stock
investment oppotunities and the author sought to uncover the con-
ceptual structure underlying investment decisions so that the
information most relevant for such decisions could be identified .
The procedure involved personal interview and completion of three
questionnaires. Procedures employed were as follows :8

• Personal Interviews

1. Decisionmakers were given a list of 20 “roles ” that
various stocks might have played in the decisionm ak—
ers experience (e.g., “a stock sold too soon ” , “a
very popular stock” , “a stock whose market action is
understood”) . The decisionmaker then identified a
stock representative of each role.

2. Twenty triads of stocks were composed and presented
to the decisionmaker and he was asked to identify
attributes along which he discriminated triad
members , as described above.

• F i r s t  Q u e s t i o n n a i r e

3. The d e c i s i o n m a k e r  was asked to divide each attribute
elicit in the interview into equivalent intervals
from 2 to 9. Then appropriate stocks were placed in
s e p a r a t e  c a t e g o r i e s  de p e n d i n g  upon l a ck  of r e l e v a n c e
or l ack  of i n f o r m a t i on .  F i n a l l y ,  those  r e m a i n i n g
s tocks  w e r e  m a t c h e d  w i t h  each a t t r i b u t e  s c a l e  w i t h L n
the appropriate interval.

• Second Questionnaire

4. Decisionmakers were given blank scales for the eli-
cited attributes used above. The scales were divided

8 Wilcox , op cit., 1972.
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into the decisionmaker ’s previously determined seg—
• ments. He then placed each of a new list of rela-

tively well known stocks on these scales or in the
two “not relevant” or “not enough information ”
categories. All decisionmakers received the same
list of stocks.

• Third Questionnaire

5. The decisionmaker rated the same standardized list of
stocks in terms of an investment objective he
selected . Af ter a few mon ths , a f o u r t h  and f i f th
questionnaire repeated the second and third question—
naire for a similar standardized list of stocks.
This repetition was designed to gather validity data. -

Data col lected in t h i s  manner  a l lowed a tes t of the
hypothesis of measuremen t procedures that was used to predict
d e c i s i o n m a k e r ’s subsequen t ratings. Thus , one f i r s t  es t ima ted
relationships between each decisionmaker ’s r a t i n g s  of s tocks
along v a r i o u s  at t r i but er and the ra t i ngs  of the same s t o c k s  a long
his own investme nt objectives. These estimated relationships
were then tested for validity with the new data obtained in the
last  two ques t i o n n a i r e s .9

In the stock market study, the p r o c e d u r e  was shown to
have “modes t ” p r e d i c t ive v a l id i t y ,  wi th a w ide r a n g e  of a b i l i ty
to predic t individual decisionmaker choices. The applicability
of such a procedure to mil itary decisionmaking remains to be
tested . The method deserves study, howeve r , s ince  i t em bodies  a
comprehe nsive attempt to override measurement difficulties asso-
ciated with the f o u r more  g en e r a l  me tho d s d i scussed  e a r l i e r  in
the chapter. Furthermore , the method is specifically designed to
e s t a b l i s h  in f o r m a ti on c o l l e c t i o n, m a n a g e m e n t and , ev a l u a t io n
guidelines for the manager of a decis ion—support data base.

~ Wilcox , op cit., 1972.
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Chap tet 3

PURGIN G -- CURRENT STATE—OF-THE-ART
IN PURGING PROCEDURES AND RELEVANCY TO TOS

Prior to discussion of specific state—of-the—art pro-
cedures  f o r  p u r g ing , the reader will be provided with a back-
ground of the sources of the information upon which the findings
of this study are based . This background w i l l  be followed by an
introduction to the current problems and trends in methodologies
for computer purginq , and finally, t he remain in g sections will
discuss specific procedur~~- whic r~ rrav h~i-; e utility in resolving
subsystem or system purging requ irements . This chapter is organ-
ized around the following sections~

3.1 BACKGROUND — This section desciih •es the sources
information of supporting problem defin ition and the
selection of purging methodology.

3.2 COMPUTER I NDUS TRY  - Frr pur q ing , as i n mos t issues
of imp o rt~~ncc to com p uter suEport~- 1 data processing ,
th e r e  i s  a h isto r~’ of att -mp ts to ~ efinc and r eso lv e
the  p r o b l em . ‘Ihis is d : - cus~ cd in relation to its
applicability to Army ta ct ical data systems.

3.3 DECISIc-N ~GE [LS — This is a discussion of the
current role of c~ocpute ~ suopor ted in formation systems
a nd t h e  r e l a t c -~ d e c i s i o n  p r o c e s~-iea in the Army tactical
environmen t.

3 . 4  COMPUTER SL’E~ - Tv :ED 1NEOE~~A 11CN SYSTEM — This sec-
t i o n  d e f i n ~.s th e roles of manual and computer supportcd
data procossin-; f o r  i n f o r m a ’ ion  s y s t e m s  in  t h e  A r m y
t a c t i c a l  o U E r a t i o r ~

- en v ir ono~~nt .

3 .5  D E C I s I O~:M A i- ’ r ~~ R E L r v 1 . ~~cE  ~ fl T FI  F- . DA TA B A S E  — T h i s
is a s u r v r  v of  r h ’  t~~ch n i u e s  em~~l o i - d  to r e 1 a ~- ’ u s e r
s a t i s f a c t i o n t o  c a t a  ha  r , - l r v a n c e  i n  the desion,
opera tio n and e.’alua tlon of decision sopporting ddta
bases .

3 . 6  THE TC~ DATA P R O C E S S I N G  R E Q U I R E M E N T S  - A
CRITIQUE — T h i s  1~ec- t 1on of the report contains a
des cript i on of t h +  ‘i~~~- systt r dat Erocossing require-
ments and a sta t i m t r t  of tht need ~o r an analysis to

_ _   _ _



achieve balance and proper  appo r t i onmen t  of the to ta l
tactical operations data processing workload .

3.7 PURGING AND THE ARMY TACTICAL OPERATIONS SYSTEM
(TOS) — stringent controls over the TOS applications

— initial screening methodologies
— formatted message structures
— standard terms and languages
— o f f l i n e  p reprocess ing
— use of h i e r a r c h i a l  com pu ter memory sys tems
— m i g r a t i o n  of da ta to lower level s to rage  devices
— perculation of data back to higher levels of

inaccessibility
— automatic suspense systems for purging
— considerations of backup or supporting systems

3.1 BACKGROUND

The authors of this analysis conducted a number of
informal visits to command and control and management centers
where data processing functions appeared to be somewhat analogous
to those of TOS. Thus , the d i s c u s s i o n  d raws  upon knowled ge of
operations in the following centers even though not all were
visited as part of the effort:

White House Situation Room
Na t ional  M il it a r y  Command Cen ter
A l t e r n a te Nati onal  M i l i ta ry  Command Cen te r
National Emergency Airbo rne Command Post
N a t i o n a l  M il i ta r y  In tell igence C e n t e r
Department of Army Operations Center
CINCLANT Operations Center
St r a teg ic Ai r Command O p e r at i o n s  C e n t e r
Southern Railways Operations Center
TOS Research  A c t i v i t i e s  a t  F o r t  Hood
U.S. Army Combined Arms Comba t Development

Agency (CAC DA)
P r o j e c t  M an a g e r ’s Of f i c e , A r m y  Tac t ical

Data  Sys tem s
Ar my C o m p u t e r  Sy stems Command
M a r i n e  Corps  Tac ti cal  Sys tems Suppor t

Agency (MCTSSA)
New Y o r k  Pol ice Depa rtment
A m e r i c a n  Telephone a nd T e l e g r a p h ic Long Lines

Restoration Con trol Center and Network
Operations Center

Navy Advanced Comman d and Control
A r c h i tec tu r a l  Testbed

Headquarters , I I I  Corps  and For t Hood
Swedi sh N a t i o n a l  M i l i t a r y  Command Cen te r
H e a d q u a r t e r s , 2d A r m o r e d  D i v i s i o n
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Headqua r t e r s , 1st Caval ry  D i v i s i o n
Federal  Re publ ic  of G e r m a n y  Na t ional

Military Command Cen ter

Selected interviews were conduc ted with individuals engaged in
recent command and con trol research , wi th command and control
system users , and with information technology and compu ter da ta
base specialists. The information gathered from these sources ,
f r o m  the c o m p r e h en s i v e  l it era tu re  search  and f r o m  the exper ience
and training of the authors , p rov ides the b a c k g r o u n d  f o r  the  th is
chap ter.

In general , i t can be sta ted tha t p u r g i n g  has  had a
un iformly low priority among the other problems facing developers
of data systems. Since developers routinely design in initial
excess capac i ties , they a re not no r m a l l y  f ace d w it h an immed ia te
p u r g ing probl em in new systems. Difficulties associated with
peak wor~~~oa d s ~re normally assumed away because of this excess
capacity. ho: Army tactical systems there must exist not only
excess ca~i ac1t ii’s, but a priori methodologies to compensate for
unexpected da ’ a pr ~4~~ s i r q  demands or workloads at any time dur-
ing th& syst t - I T  l i t  e cycle. Taken together , the interviews and
visits to th es~ act i v i t i . s  conducted by the authors contributed
bits and p icc ~~: to a gc~n e r a l  uncerstanding of purging problems
and ~r e :-~ -t rio d s for r ’s o l’.-ina th en. Examples are the National
M i l i t a r y  Comir~~r :  .n r rs ’ aut o -rj tic migr ation of files to slower
storage m ed i~~na it t ~ -r t t i r r y  days without user access , and the
New Y or -~ P o l i o ’ -  Hi ir r :T~ -n t ’s twenty—four—hour cycle for file
ret~-nt io n ~nd sut a quent migration.

T hez e has h e, n l i t t l e  concern evidenced in the ADP
literature , r e l a t i r q  to ccnrre rcia l ADP applications , for s y s t e m
saturat ion or ov~ rload . Possiole exceptions are such instances
as the delays in pro ce ssing during heavy trading days on the New
Yor. k Stock M3 rK ’o~ and o€l ays in the airline reservation systems.
However , mos t comme r c ia l ap pl i ca ti ons ca n absor b or compe nsat e
for the consequencea of delays caused by system or data base
saturation long enough to procure addition al communications capa-
city, more computer central processing units or additional memory
modu l”s. Unf or tun a t~~ly, the mili t a r y  systems , p a r t i c u l a r ly  thos e
used in the tactical o~ rr a ti on s environm ent , hav e severe size ar.d
weight lu ritat ions. Even if additional memory modules could be
procured to m re~ the military app )ications , there would be no
place to put the additi o n al hardware in the computer system space
alloca tion. The refore , the Army ADP man aqer must make the systrir
he has  and i t s  a v a i l a b l e  c a p a c i t i e s  s e r v e  i t s  i n t e n d e d  p u r p o s e
u n d e r  a l l  w o r k l o a d  c o n d i t i o n s  and  l e v e l s  of a c t i v i t y .
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3,2 THE COMPUTER INDUSTRY AND THE PURGING PROBLEM

A thorough literature search reveals little concern on
the part of the computer industry for the information processingproblems associated with possible ADP system and data basesaturation. Indeed , the industry solution to this parti cular
problem is to upgrade the existing system through acquisition of
new and improved communications , central processing units , pen —
pheral equipment , and additional memory modules. Obviously, it
is not to the computer industry ’s advantage to show or teach
users how to do more with an existing system configuration. How-ever , evolving computer technology is providing the user with
alternatives which can help reduce the scope of the problem .

New computer har dware and software systems will support
multi—processing and mul ti—programming technology which will lead
to system flexibili ty and immediate improvement in the system
throughpu t. Thus , d u r i n g peak levels  in ac t i v i t y  a sys tem can
process and s t o r e  v a ry i n g  d a€ a  p roces s ing  w or k l o a d s  much more
readily. Many of the modern computer systems have a form of vir-
tual storage or memory capabili ty which will enable the computer
to swap pages from secondary storage in and out of main memory .
In doing this , it will appear to the user t h a t  the m a i n  memory
capacity has greatly increased in size.

Evolving data base management systems which permit file
integration enable mul tiple users to access common files. This
can eliminate much undesired redundancy and duplication of files
and c o n s e q u e n t l y  r e d u ce  the  r e q u i r e me n t  f o r  a d d i t i o n a l  m e m o r y .
Associated with the sophis ticated data base management systems
are concepts of computer networks and distributed data bases .
The application of these concepts at the Army tactical informa-
tion sys tems level  can e n a b l e  A r m y  system users to share remote
data bases and will reduce much of the need to duplicate files
t h a t  a r e  a v a i l a b l e  f o r  a c ce s s i n g  t h r o u g h  the  c o m m u n i c a t i o n s  sys-
tems. Thus , all da ta that does not have immediate tactical value
could be stored in compu ters at Corps level or above provided
communications systems are responsive and dependable enough to
support the tactic al system accessing them. In such cir—
cumstances , the limited memory available at the Division level
could be devoted entirel y to the r ece i pt and  p r o c e s s i n g  of i n f o r -
mation necessary for the day—to—day decisionmaking at that level
and in the subordina te units .

There  I~as been some considerati on given to the develop-
ment of new comp ut er m emo r y te c h n o l o g i e s  o f ex t r e m e l y  h igh densi-
ties which require a minimum of physical space related to the
computer hardware configur ati on. Such technologies are: magneti c
bubbles , holographic techniques and cryogenic memory. These high
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density memory devices are not expected to become a v a i l a b l e  in
quantity until sometime after 1985.1 Therefore , i t  can be
expected that the current technology will be used until that time
with some comparatively modest improvements in packing densities
and access times. Because of this , physical space availability
will limit the amount of storage available to a system.

Pe r t i n e n t  to the problem of data  base s a t u r a t i o n  is the
industry efforts to develop multi—level hierarchical storage sys-
tems. 2 The c r i t e r i a  for  movement of the data  is based on the cost
of m a i n  memory and the need to access information with various
t ime c o n s t r a i n t s .  Associated w i t h  these systems w i l l  be
automatic data migration which will move data between the levels
of computer memory. Most Army systems will have at least these
levels of memory:

• cache; 
-

• primary;

• secondary;

• a r c h i v a l ;  and

• disaster backup.

Cache and primary or main memory will probably be
e i the r m a g n e t i c  core or s e m i c o n d u c t o r .  ~ Secondary memory is on—
l i n e  to the computer system and located on magnetic disk , d r u m  or
other similar devices. Archival memory largely consists of mag-
netic tape . Magnetic tape seems to be reaching an improvement
l i m i t and m a y ,  th e r e f o r e , be d e c r e a s i n g  in impo r tance as a
storage device. Curren tly, m a g n e t i c  tape p r o b a b l y  s t i l l  p r ov ides
the best archival and disaster back—up technology. Ideally,
archival storage should retain information indefinitely without
requiring any power. It should be inexpensive , have gnod han-
dling properties and be physically immune to any machine failure
that migh t destroy its contents. The importance of disaster
back—up and arch ival memory is so great that much effort can be
expected to be devoted to these technologies over the next few
years.4 An important aspect of memory hierarchies is the relative
confidence that a decisionmaker has that the information he needs
will be available when required. Ideally, the hierarchy will be
transparent to the user and flexible enough to be responsive
under almost all circumstances.5

~ Dolo t ta , T.A ., Bernstein , M.I. , D i c k s o n , R.S. Jr., F r a n c e ,
N.A. , Rosenblat t , B.A ., Smi th , D.M. and Steel , T.B. Jr. Data
Proce ssing in 1980—1 985. New York: Wiley, 1976. p. 74.
2 Martin , 1975 , op. ci t. pp. 449—477.
~ R a l s ton , 1976 , op. ci t. p. 1341.
~ Dolotta , et a l . ,  op. cit. p. 74.
~ Martin , 1975 , p. ci t. p. 449. 
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In summa r y,  technological innovations are , or will soon
be, available that may help by providing far greater storage
capacity within far less space. However , the l i m i t i n g  of da ta  in
a system , or the removal of data from a system , remains essen-
tially a ma nagement and procedural problem which is not likely to
be addressed by the industry on its own.

3.3 DECISION MODELS AND THE PURGING PROCESS

As indica ted in the preceding section , the system user
must solve the purging problem.6 If he is to do this  in a
r a t i o n a l  m a n n e r , he mus t have an understand ing not only of the
capabilities and limitations of the supporting computer , but also
an understanding of the decision process and the part that the
computer  system p lays  in t h i s  process.

I t  seems safe to assume that decisionmakers working in
an e n v i r o n m e n t  in which lives of many people and National Goals
ha ng in the  balance , de s i r e  p e r f e c t  i n f o r m a t i o n  upon which  to
base decisions. In this imperfect world , most decisionmakers are
aware  th at they w i l l  almost  a lways  fall short of this ideal.
Therefore , decisionmakers are willing to settle for s o m e t h i n g
less. This poses the question , “How much informa tion is the
minimum essential for making a decision?” A schematic portraying
typical information sources can help provi de the dimensions of
the problem.

I

6 by on , John K . ,  The Da t abase  A d m i n i s t r a t o r .  New Y o r k :  John Wi-
ley & Sons , 1976. p. 119.
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The total amoun t of i n f o r m a t io n tha t a commander  or
decisionmaker will receive on a par ticular problem will come from
a combi nation of these sources. In general , the computer sup-
por ted system will provide routine and one—time reports. How-
ever , new and developing technology may provide some limited
visual and verbal communica tions. Examples of routine reports
are those providing general status of resources inciduing pre-
selected m e a s u r e s  of e f f e c t i v e n e ss. Ad hoc r epor ts a re  spec i f i c
responses to queries by an analyst or the decisionmaker , those
exception reports provided by subordina tes on their own initia—
t i v e  and , pe rhaps , exception repor ts programmed into the computer
fo r  r e lease  when cer ta in  cond i t i o n s  a re  me t , for example , when a
comba t unit is reduced below 75% authorized strength in personnel
or major items of equipment. Visual information can be obtained
f r o m  sa ch  activities as air craft or helicopter reconnaissance , by
queries to operating units in the field and by personal inspec—
tions of problem situations. Verbal communications can include
both formal brief ings and casual conversations with persons pos-
sessing information relevant to the problem at hand . Information

Ale x a n d e r , M . J . ,  Information Systems Analysis — Theory and
Applica tions. Science Research Associates , Inc., 1974. p. 79.
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obtained from outside an organiza tion can be classified as exo-
genous. Such sources might include magazines , newspapers , telev-
ision and motion pictures.

An important point to make is that each of these infor-
mat ion  sources p lays  a d i f f e r e n t  p a r t  of v a r y ing impo r tance in
the decision process. Individual proclivities may cause one
source  to be f a v o r e d  over a n o t h e r .  Thus , one m a n a g e r  may w a n t  a
g r e a t  number  of p r e f o r m a tt ed rou t ine repor ts and ano ther
decisionmaker may stress formal briefings. Therefore , the infor-
mation system must be designed in a sufficiently flexible manner
so that it will satisfy the individual information demands of the

— decisionmakers. Once a m a n a g e r  has r econc i l ed  h i m s e l f  to the
fac t  t h a t  al l  the  i n f o r m a t i o n  he r e q u i re s  on a s u b j e c t  is not
a v a i l a b l e  f r o m  the  mos t favo r ed source , he may cease h i s  i n f o r m a —
tion search. If he continues , he wi ll be f o r c e d  to tap other
sourc es of information. The ideal information system will strike
a ba lance  amo ng the va ri ous sources  be based upon no t onl y the
quali ty of the information provided but the relative cost of pro-
vidin g it. In order to reduce the possibility of information
sys tem sa tu rat ion or ove r load , a compu ter a p p l i c a ti on shou l d
i n v o l v e  o n l y  those  f u n c t i o n s  i t  does b e t te r  t h a n  m a n u a l  s y s t e m s ,
and in mos t cases should  not be con sidered  as the sole so ur ce of
i n f o r m a t i o n .

Thus , a decisionmaker has a varie ty of sources of
information. Each of these  has inherent advantages and disadvan-
tages. A computer driven routine and ad hoc reports are two of
these sources of information which can be supplemented by access-
ing other supplementary information sources. Therefore , an
information system should be so designed that it does not place
comple te dependence upon the compluter alone.

3.4 COMPUTER SUPPORTED I N F O R M A T I O N  SYSTEM

The role that the computer will p lay  in the
dec i s io n m a k er ’s informat ion system is central to the design of a
system for a tactical environment. Such a role is shaped pri-
marily by the strengths which automated systems possess. Com-
para tive strengths and weaknesses of automated and manual systems
are indicated on the following table:8

8 DaviS , Gordon B., Computer Data Pr ocessi ng Ne w York: McGraw-
H i l l , 1969. pp. 1 — 1 7 .
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Computer Versus Data Processing

characteristics of
Data Processing Manual Processing Cariputer Processing

Speed of Execution Relatively Slow Extremely Fast

Abil i ty  to continue Poor Very Good
processin g over an
extended period

Ability to remember Relatively Accurate
or retrieve inform— Inaccurate
ation

Accuracy of Work Make Errors Virtually
No Errors

Ability to consistently Imperfect Perfect
follow instru ct ions

Ability to innovate in Fairly Good Lacking
new situation

Ability to learn by Fairly Good Lacking
trial and error

Man—suppor ted systems have a distinctive advantage in numerous
si tuations because they have a capability for heuristic reasoning
and the abil ity to innovate and adapt. Computer—supported system
can break down when faced wi th unforseen information require-
ments. The appeal of manual data processing is obvious in tacti-
cal command centers given the uncertainty and change inherent in
tactical combat operations.

For most tactical systems , it will be necessary at the
time of concept formulation to define what data processing appli-
cations will go on the computer and which ones will be performed
manually. In general , such a decis ion should be ma de based on
the advantages that the computer has over the manual processing
methods. Even af ter such a decision is reached , it will be
necessary to screen data before processing on the computer.
Available compu ter memory will almost inevitably be less than
desired . Despite this , no amoun t of c a r e f u l  sys tem des ig n can
completely preclude the chance that system saturation will occur. 
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3.5 METHODS CURRENTLY USED TO ENSURE THE DECISIONMAKING
RELEVANCE OF A DATABASE

A variety of techniques are currently employed which
attempt to incorporate user satisfaction with data base relevance
into the design , operation and evaluation of decision support
data bases. This section will survey such methods. Techniques
will be described that are useful for: determining informational
requirements for the decisionmaker ; manag ing the data in a manner

F conducive to e f f i c i e n t  r e t r i e v a l  of r e l e v a n t  d a t a ;  and/or
evaluating the decisionmaking utility of the data base. Three
specific document—processing and decision—aiding systems w h i c h
incorporate these various techniques are decribed below .

3.5.1 DAISY System

This system , as described by Hurst , et al.9 employs a
v a r i e t y  of t e c h n i q u e s  w h i c h  r e l a t e  to these  g o a l s.  DAISY is an
i n f o r m a t ion mode l ing  sys tem des igned to assist d e c i s i o nr n a k e r s
with complex , interconnected sequences of decisions. One tech—
nique employed in the system provides a gatekeeper for the
decisionmaker who wishes to be kept informed on a variety of
prespecified topics. Such an automatic notification system is
b u i l t  by a “ dy n a m i c  check l i s t” of topic  a r e a s  w h i c h  the
d e c i s i o n m a k e r  is able to modif y wi th changing decisional require-
men ts.

The system also provides for personalized retrieval
with its contex t saving and restoring feature , wi th w h i c h  the
user  can save , load or dele te specif ic compo nen ts of a dec ision ’ s
con text for future use. It is also adaptive to the user in that
its file system permi ts the location and search strategies
employed by the system to change as need for different parts of
the data base change. It will move data about a specific area of
in t e r e s t  in to  the  f a s t e s t  access p o s i t i o n .

Perhaps the most impor tant aspect of the DAISY system—— in t e r m s  of p u r g i n g  c on s i d e r a t i o ns  —— is its use in running
simulatio ns with multiple decisionmakers. Across these users ,
common informational requirements for specific decision situa-
tions are an alyzed. The author notes that “in areas such as m il-
i t a r y  tac ti cal  p l a n n ing , w h e r e  i n d i v i d u a l s  f r e q u e nt ly  chang e
posi tions or assume new positions , such a sys tem coul d bu i ld up
knowledge over time by noting the specific decision alternatives
most l i k e l y  to be chosen , and the  i n f o r m a t i o n  w h i c h  has  been mos t
used in the decis ionmakers.

9 H u r s t , E.G., et al., Da y :  A Decision-Aiding Information
System . University of Pennsylvania , Wharton School , Paper No.
75—01— 05, 1975.
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3 .5 .2  RADCOL System

Describing the RADCOL System , Morris et al.’° suggest
that users should be provided with a relevance feedback channel
in which to make open—ended reactions to the system performance.
A monitor log would also be useful to identify over— and under-
utilized system features. Also recommended are retrieval tech-
niques that allow the user to save earlier queries for combina-
tion with , or revision of , later queries. “Rapid scan ” and
expand ing ” options are also promoted . With “rapid scan” the

user can examine a brief summry of ech document retrieved and
expand ” it (i.e., see entire document) if he so chooses.

The RADCOL System , somewhat based on Salton ’s work with
the SMART System , provides document—document searches which let
the user retrieve documents on the basis of their similarity to
other documents in the data base. Thereby, if the user can
locate one relevant document , his chances for locating others are
increased .

RADCOL employs a relevance feedback mechanism . Users
execute query A and provide relevance judgments for documents
thereby retrieved. The next query is then automatically formu—
lated for greater congruence with items identified as relevant
and less congruence with nonrelevant items. The procedure is
accomplished by the assignment of weight increases for terms
associated with documents judged relevant and weight decreases
for terms associated with nonrelevant items.

The authors discuss standard methods for evaluating the
effectiveness of retrieval systems. Recall is the ratio of
number of retrievals judged relevant to the total number of
relevant documents in the data base. Precision involves the
ratio of the number of relevant retrievals to the total number of
retrievals. Where the figures necessary to compute these ratios
are unavailable , the data base relevance measured would simply
record whether a given query produced a relevant message and/or
how many messages were retrieved before a highly relevant message
was obtained .

Where retrieval systems like RADCOL are based on sta-
tistical measures of message similarity to query (e.g., stem—stem
correlation) , one can  compare  h u m a n  and s t a t i s t i c a l  e s t i m a t e s  of
r e l e v a n c e .  Judges  a r e  g i v e n  p a i r s  of d o c u m e n t s  from the data
base and asked to estimate the degree of similarity between them .
System correlation assignments are compared with human correla-
tion assignments in terms of rank order assignment.

‘~ Morris , J.M., et al ., RADC: On—Li ne Retrieval System
Evaluation. Pattern Analysis and Recognition Corporation , Report
No. RADC-TR-75-208 , 1975.
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It should be noted that RADCOL gives the user complete
information about the underlying logic of a search : a list of
query words; document concept vectors; an ordered list of docu—

— ments retrieved; and correlations between the query and retrieved
documents. In an operational setting , the user has all this
information to modify his query toward greater precision.

3 5.3 SMART System

— Salton~~describes a dynamic document processing system
in which clustered files are searched and information is
retrieved through an interactive user—controlled search process.
In the SMART System , a vector matching function is computed for
all query—document pairs and a coefficient of similarity is
obtained with which output documents can be rank ordered in terms
of degrees of similarity with the query.

The system uses a clustered file organization in which
documents carrying similar content descriptions are automatically
grouped into clusters. Clusters are identified by profiles , a
set of weighted terms representative of the clustered documents.
A search in the clustered file is executed by comparing each
query with the file of profile vectors. For those profiles with
sufficient similarity to the query, individual document vectors
in corresponding clusters are examined and documen ts are ranked
fo r  o u t p u t  in d e c r e a s i n g  q u e r y — d o c u m e n t  s i m i l a r i t y .

SMART uses a relevance feedback query alteration tech-
nique in which queries are automatically updated using relevance
information furnished by the user about previously retrieved
documents. Af ter an initial search , a smal l  amoun t of ou tpu t is
prese nted to the user who distinguishes relevant and nonrelevant
documents. The next q u e r y  is a l t e r e d  to i n c r ea s e  the  w e i g h t  of
relevant documents and decrease the weight of nonrelevant docu-
men ts. Salton states that relevance feedback produces the best
results of all the interactive r e t r i e v a l  me thods , w h i l e  p l a c i n g
the least burden on the user; yielding improvements up to 45% in
recall and precision.

Furthermore , SMART uses customer intelligence to
improve the document vectors by promo ting documents judged
relevant and demo ting others. That is , i t r e n d e r s  documen ts
judged relevant more easily retriev able by making them more simi-
lar to the query used to retrieve them and documents judged non—
relevant are shifted away from the query. After a large number
of queries , documents wanted by users are gradually moved into
the active portions of the document space and documents  r ejec ted

11Sal ton , G. Dynami c Document Processing . Cornell University,
Repor t  No.  C S D — C U - 7 2 - 12 1 , 1972 .
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are moved to the periphery and eventually may be discarded . The
procedure alters the document vector for items judged relevant by
add ing query terms or incrementing the weights of terms jointly
present in the document and query vector. These same document
vectors are also modified by assigning lower weights to document
terms absent from the query. Conversely, for documents judged
nonrelev ant , document terms jointly included in the document and
query vectors are reduced in weight and terms absent from the
query are increased in weight.

The same strategy is used for profile alteration.
Whenever a relevant document vector is changed by adding terms
from a query, these same terms are used to update the correspond-
ing document profile. The weight of profile terms also present
in the query ’s is increased and terms not already present in the
profile are added to the profile vector. In addition , the SMART
System develops user query clusters in a manner similar to docu—
ment clustering .

Finally, Salton considers the problem of document
retirement (i.e., removal from the central file system which  is
searched with each query to an a u x i ll i a ry s to rage  area  specia l ly
accessed) . He proposed a retirement policy suited to the dynamic
document environment. Specifically, he recommends a “generalized
document vector modification policy ” based on: the closeness of
a document  to the set of q uery  p r o f i l e s ;  the r a n k  of a document
in a list of retrieved items; and user judgments of nonrelevance.
The consequence of such a policy is to shift documen ts that are
close to query profiles or are retrieved with a low query output
r a n k  or a r e  known  to be r e l e v a n t  to the  u s e r s ’ needs c lose r  to
those queries where user interest is concentrated . Conversely,
documents having opposi te relevance weights are shifted away from
current query positions. The long—term consequence is that items
never wanted or items low on the retrieved list are eventually
made irretrievable.

Two major conclusions can be drawn from this overview.
First , there is evidence of increasing concern for the incorpora-
tion of user satisfaction data in the design , operation and
management of decision-support information systems. Secondly,
questions of efficient data base management and of comprehensive
sys tem e v a l u a t i o n  m e t h o d s  a r e  i n i t i a l l y  and u l t i m a te l y  q u e s t i o n s
of determi ning the information needs of a decisionmaker. Effec-
t i v e  retrieval and evaluatio n techniques necessarily flow from
the determination of t hese  needs , and p r o g r e s s  in  v a l i d l y de ter-
mini ng information needs is probably the most critical research
requi rement in the overall task of developing a successful purg-
ing  sys tem.  For these r easons , the final section of the chapter
will deal exclusively with the range of methods available for
valid determination of decisionmaker ’s information needs.
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3.6 THE TOS DATA PROC ES5~ING REQUIREMENTS - A C R I T I Q U E

A pr ime concern lead ing to the decision to undertake
the preparation of a r eport is the concern for the possibility
that the data processing requirements of the Army TOS system
might at times of high levels of combat operations , “ ...soon
swamp the memory and disk/tape capacity of the computer system ——a case of storage overload .”12 A review of the TOS descriptions in
various Army documen ts reveals that this storage overload is a
distinct possibility for even moderate levels of crisis or combat
operations.

The requirements of the system users are decribed in
general terms below :’3

• Intelligence

— planning and coordination of reconnaissance and
surveillance activities ;

— intelligence mission management and dissemination;
— coordination of all intelligence activities ;
— enemy situation (ENSIT) file management ;
— intelligence analysis and production ;

• Operations 
-

— friendly situation (FRENSIT) file management;
— m o n i t o r  combat  o p e r a t i o n s ;
— develop and coordinate detailed tactical planning ;
— conso l ida te , c o o r d i n a te and approve  a l l  p r e p l a n n e d

tactical air strike requests;
— develop o p e r a t i o n s  p l ans  and o r d e r s ;
— transmit graphic displays of proposed courses

of a c t i o n ;
— transmit approved plans to subordinate units

for implementation;

12 U.S. Army Research Institute for the Behavioral and Social
Sicences , Appendix “A” to contract DAHC]9—76—C— 0050 , Statement of
Work, p. 1.
13 This description of the TOS requirements was taken from a draft
Army document. The source of this document indicated that ,
althoug h this was not an approved statement of requirements , it
d id  a c c u r a t e l y  s t a t e  the then—current thinking of what the TOS
applications should be.



• Fire Support Element-

— coordinate data requirements between TOS
and TACFIRE ;

• Administrative/Logistics

— personnel;
— a d m i n i s t r a t i v e ;
— logistics information;

• General

— support operations/intelligence planning
analysis; and

— provide information of an immediate nature to
the Division tactical operations center and the
tactical command post as required .

In the administrative/logistics area this information
will be in the form of extracts from the data bases maintained on
combat service support computers and not the entire files. These
requirements appear to place a large share of the total data pro-
cessing workload on the computer and the users do not take into
c o n s i d e r a t i o n  the need to strike a balance among the various
information sources available to a decisionmaker.

The determination of the actual scope or magnitude of
the computer ’s role will be based on the capability and limita-
tions of computers supporting data processing in the tactical
environment , their associated communications and the ability of
other information sources to augment this capability to satisfy
the total information requirements. The selection of the
specific role of the computer , the application programs , and the
various files to be stored in computer memory is beyond the scope
of this study. However , once the system configuration has been
selec~ted and the file structure defined , there are a number of
methods , tools and techniques which can be used to prevent
storage and system overload . These will be discussed in subse-
quent sections of this chapter.

3.7 PURGING AND THE ARMY TACTICAL OPERATIONS SYSTEM (TOS)

The detailed discussion of purg ing technology is con—
tam ed in Appendix A. However , they will be discussed briefly
also in this section in order to provide a view of their rela-
tionship to the decisionmaking process.
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A review of the v a r i o u s  TOS documents  i nd ica t e s  an
apparent philosophy tha t  it is des i r ab le  to automate  as much of
the operations and intelligence data processing for the Division
as possible. Inevitably, this will set the stage for informa—
tion , system and storage overloads. A more reasonable approach
would be to require strong justifica tion for any data processing
application to be supported by the automated TOS system . The
burden of proof should be the responsibility of those who would
add a new TOS system application or enlarge an existing applica-
tion.

For the purpose of the review of the compu ter associ-
ated methods , tools and t echn iques  for  p u r g i n g , i t wi l l  be
assumed that these hard decisions on appl ications have been made
and that the funct ions performed by the computer are those that
j u s t i f y  automated  pro cess ing .

If the broad view of p u r g i n g  is t a k e n , i t  w i l l  invo lve
any process which will help prevent system and storage overload .
This is contrasted to the narrow view which would restrict the
cons ide ra t i on  to removing selected data elements or files from
the hierarchy of computer storag e devices. Any comprehensive
program designed to prevent system and data storage saturation
will begin with the screening of data prior to its introduction
to the computer system .

In almost every command center organization there is a
m essag e cente r that receives the various types of reports and
messages from subordinate , a d j a c e n t and h ig h e r  l eve l  u nit s. Each
documen t will process through some initial review or screening
which may be very broad gauge. For example , the pe r son  sc reen i ng
messages may look for addresses , precedence , sending organiza-
tion , type of message (action or information) and redundancy. In
most cases , the initial check for redundancy wi ll be for exact
d u p l i c a t i o n  of i n f o r m a t i o n  a l r e a d y  r e c e i v e d  because  i t  o f t e n
takes a subject area specialist to determine if similar messages
actually carry no new information. This screening process is the
f i r st level  of p u r g i n g . I t  is poss ib l e  at  t h i s  p o i n t  to m a k e
m a j o r  r e d u c t i o n s  in  the a m o u n t  of c o m p u t e r  d a t a  s t o r a g e  r e q u i r e d .

The n e x t  level  of s c r e e n i n g  w i l l  n o r m a l l y  be c a r r i e d
out in the areas of the functional specialists in tactical combat
operations. It is here that much of the redundancy of informa-
tion will be identified and filtered out. The result will be
that many of the incom ing messages will be destroyed without
further processing . In addition , information on the messages
considered relevant may be categorized according to the volitil —
ity or useful life of the information. For example , in the
manual message processing relating to tactical operations , mes-
sages may be placed next to the operations map with the informa-
tion keyed to a specific location on the map. When this informa-
tion is consi dered to have lost its relevance , the ma r k on the
map and supporting message will both be destroyed.
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As indicated previously, data is captured in a variety
of forms for Army tactical systems. It can be in the form of
hardcopy messages, signals in the form of telemetry from various
sensor devices , telephonic or radio reports to command centers
and computer readable information from other automated systems
such as decks of punched cards , copies of magnetic tapes , signals
from other systems on a computer network and , in the future ,
voice or handwritten documents. If the amount of data in storage
is to be reduced or used to best advantage , there must be a
variety of efforts applied to eliminate unnecessary, redundant
and erroneous data at the time of capture and throughout the pro-
cessing cycle. There are various manu al , semi—automated and
automated checks which can eliminate much of the data which has
limi ted or no potential utility and could fill scarce storage
space on the system . These include reasonableness and redundancy
checks. In addition , there are a number of techniques available
such as those which will elim inate non—variable data and provide
for the entry of only variable da ta (see discussion in Appendix
A) . The application of standard language and standard formats
for reporting data will serve this purpose.

Another  approach to sav ing space on tac tical  comp uter
systems is th rough the use of a s tandard  limited vocabular~’ corr~-
mand and control language. To date , there has been some success
in standar dizing terms within the Department of Defense and the
NATO community. If such a command and con trol languagc could be
devel oped and limited to something less than 1 ,000 words , each
word could be coded and stored using less than 16 bits per word.
Normally it takes eight bits to code one alpha—numeric character.
In discussing the possibility of developing a standard command
and c o n t r o l  l a n g u a g e  w i t h  v a r i o u s  p e r s o n s  e x p e r i e n c e d  in  A r m y
command and c o n t r o l  and w i t h  p e r s o n n e l  f r o m  t h e  New Y o r k  Po l i ce
Department , it appears that users feel that this would be too
restrictive and would take too much from the information content
of messages. However , it is an approach that is worth additional
study.

As was i n d i c a t e d  e a r l i e r , one of the  m a j o r  p u r g i n g  pro-
c e d u r e s  for manual systems is the i n i ti al sc r een i n g .  Almos t
every command center visited has procedures for screening mes-
sages. This is a particular ly eff ective purging method because ,
even an untra ined clerical person can spot message duplications ,
messages tha t are so garbled as to be unread able and messages
that are misrouted . In addition , the tra x n rd tactical opeations
s t a f f  a n a l y s t  n o r m a l l y  p e r f o r m s  t h e  f i n e r  s c r e e n i n g  w h i c h  w i l l
provide better message distr ibution , identify messages that have
no utility and determi r~ the t ime utility of certain messages.
However , for messages be i ng enter ed in automat ed systems , it is
generally believed that this detailed manual screening may slow
message processing an u n a c c e p t a b l e  a m o u n t .
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In the tactical operations environment , manual screen-
ing of hardcopy messages and messages which appear on a terminal
screen may have advan tages  t h at  f a r  o u t w e i g h  any de lay  gene ra t ed
by manual  r ev iew.  Some of these advantages  a r e :

• the volume of messages stored may be reduced by as much
as twenty percent;

• the reviewer  may be able to c o r r e c t  the d i s t r i b u t i o n
in s t r u c t i o n s ;

• it is possible that a hierarchial storag e sequence can
be ass igned which  w ill suppor t the au toma t ic m i g r a t io n
of messages out of the computer main memory and subse-
quent purging , based on an assigned suspense time or
date ;

• the reviewer can extract from the message only those
items that have future utility and just store that por-
tion; and

• the reviewer can request a hardcopy printout and
decl ine  to have the  message s tored in compu te r  m e m o r y .

A d v a n t a g e s  w h i c h  w i l l  a c c r u e  t h r o u g h  manual review by
h e a d q u a r t e r s  s t a f f  memb er s  of messages  in an a u t o m at e d  system a r e
so compelling as to justify serious consideration of the feasi—
bility of establishing such a system . This is particularly
important when there is danger of system -saturation.

The TOS system is characterized by a Central Computer
Center (CCC) which is supporting and being supported by a variety
of peripheral systems such as the Remote Computer Centers (RCC)
the Message Input/Output Devices (MIOD) and the D i g i ta l Message
Devices. Augmenting the TOS system are the new and d e v e l o p i n g
means for  improved s u r v ei l l a n c e  and t a r g e t  a c q u i s i t i o n  and the
related sensor technology. A major factor in the developing con-
cern for system , information and data storage overloads is the
scenario in wh ich all of these devices are turned on to peak lev-
els of activity at once. Such a condition might well exist dur-
ing a c r i s i s  si tua t ion and during active combat operations. One
can imag ine  a f lood  of d at a  t r a f f i c  between d a t a  p r o c e s s i n g  sta-
t i o n s  and t h e i r  u s e r s  and deman d fo r  da ta process ing suppor t tha t
would far exceed that generated by individual system tests. How-
eve r , e a r l y  p l a n n i n g  w i l l  en ab le the system to absor b much  of
this increased workload .

In consideration of the Remote Computer Centers , the
Message Input/Output Devices and the sensor systems , there is a
potential to do much of the processing normally expected of the
Central Computer Cen ter off—line. For example , much of the
telemetry from the sensor systems can be converted from analog to
digital data and summarized off—line prior to transmission to the
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Central Computer System. In the case of the Remote Computer Sys-
tems and the Message Input/Output devices , much of the data to be
transmitted to the CCC can be pre—processed to the extent that
the majority of the raw data is eliminated and only relevant
intelligence and operatios information is transmitted .

The designers of the TOS system should recognize the
dangers involved in possible system and storage saturation and
plan , in the concept stag e, for the capability to pre—process
data as much as possible prior to its transmission to the central
system . The technology associated with microprocessing and
intelligent terminals will support this effort to reduce the peak
level demands on the central computer system through pre-
processing of data.

Once the data has been entered into computer memory,
there are a number of actions that can be taken to prevent memory
system overload . These are , in the main , the normal data base
managemen t f u n c t i o n s  conduc ted in mos t command and con trol
centers which  take  on an inc reased  level  of im p o r t a n c e  f o r  A r m y
tactical systems. In order to put the data base management func-
tions in perspective it is necessary to reexamine the common
hierarchy of computer memory indicated earlier , that is:

• cache;

• primary ;

• secondary;

• archival; and

• disaster back—up .

The cache and primary memory are the extremely fast
rapid access—storage elements from which instructions are exe-
cuted and data operated on. The secondary memory is normally of
large capacity which is on—line to the main memory (cache and
primary) . The secondary memory has longer access time and per-
mits the transferring of blocks of data between it and main
storage. Archival nd disaster back—up storage are associated
with off—line storage devices which include magnetic tape systems
and such technology as microfilm computer output (COM) .

Data base management includes those methodologies and
procedures necessary to allocate to each memory device only the
data required for the responsive functioning of the system. For
ex am ple , d a i l y  o p e r a t i o n a l  da ta  for  the TOS system will most
l i k e l y  res ide ei ther  i n mai n or secondary memory. Intelligence
data , which is probably of much greater volume , will be divided
among m a i n , secondary and arch ival memories. Part of the data
management function is the mi qr~ tion of data from the limited
fast memories to the slower , high volume storage units. In
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addition , provisions must be made to perculate this data back to
the more accessible memories. Of prime importance in data base
management is the determina tion of when to move data in the
hierarchy and when to purge data from the stor ’ge system com-
pletely.

The command cen ter visits revealed a number of pro—
cedures  w h i c h  a r e  cu r r e nt ly in use to def ine how da ta in da ta
bases should  be man aged . For example , some of the da ta bases
supporting the National Military Command Center are automatically
reviewed for purg ing i f they h a v e  no t been accessed or used fo r
thirty days. Other sys tems , such as the New York Police Depart-
ment  sys tem , mi gra te data down the storage hierarchy or data base
according to a predetermined criterion. In each case , there must
be a well considered determination as to what the expected util—
ity of spec ific files or categories of data will be. Of course ,
this determination will be subject to major adjustments and the
system must be designed flexibly e~iough to adapt to the required
changes. In the case of tactical operations , if t he  in vo lved
units advance beyond a geographical area , the related information
may no longer have any value. In static combat conditions , the
in te l l i g ence da ta v a l ue  may h a v e  g r e a t uti l i ty over  an ex ten ded
period.

In the interviews associated with this research it was
de te r m i n e d t h a t  deci sio nmak er s w i l l  not su ppo r t comple tely
a u t o m a t e d  d a t a  m i g r a t i o n  and purging procedures. In almost every
case , there was an expressed desire to go over listings of data
manually in order to determine present and future utility . This
review process coupled with an automated suspense syste:; appears
to be the  most acceptable methodology. For example , the computer
can be programmed to pri n t a l i st i n g  of thos e f i les wh i c h  h a v e
not been accessed for 120 hours. The user could indicate which
files should be retained in the current storage medium , which can
be m i g r a t e d  to lower  l eve l s , w h i c h  should  be p la ced  in a r c h i v a l
or disas ter back—up and , f i n a l l y , which files should be per-
manently purged from the system . Of concern for this approach is
the av a i l a b i l i t y  of u s e r s  to p e r f o r m  the  n e c e s s a r y  d e t a i l e d
a n a l y s i s  of t he  f i l e s  d u r i n g  c r i s i s  or combat  o p e r a t i o n s .

A prime consideration in makin g purging decisions is
the availability of back-up or supporting systems. For example,
if there are computer systems at the Corps or Army level , which
can serve as a data base resource for the TOS system , the TOS
system users can be expected to be m o r e  w i l l i n g  to p u r g e  t h e i r
own system. I1owev~~r , this back—up must be dependable both from
the aspect of communi cations support and that of available data
processing capacities. At the same time , it can be expected that
future tactical systems will be designed in such a manner that
the  sys tems , sucl~ as the TOS , w ill feed the larger systems at
Corps , Army and Theater levels. As these systems gain in their
dependability and data base sophistication , mo r e and  m o r e  of th e
TOS data proc essing workload may be shit ted to these systems. In
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addition , these larger systems will not be constrained by physi—
cal size , power and communications limitations as the current
tactical systems are. 
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Chapter 4

COMBAT INFORMATION REQUIREMENTS
AND PURGING PROCEDURE ALTERNATIVES

Development of suitable techniques for the removal or
the elimination of excessive data from the Division TOS is depen—
dent upon the identifica tion of the particular data that ideally
is required for specific functional performance within the TOC ,
and the delineation in general terms of the time windows within
which this information mu st be available for optimal effect.
Accepted U.S. doctrine for the conduct of land combat is examined
analytically in Section 4.1 to fix the decision parameters at
Division level. This forms a basis for subsequent development in
Section 4.2 of criteria for information deemed essential for mis-
sion p e r f o r m a n c e  and fo r  e f f e c t ive comman d a nd con trol  of or gani c
elemen ts by the Division commander arid his staff. Criter ia for
distinguishing data that can be completely purged from that which
can be moved to a slower storage medium is then analyzed in Sec-
tion 4.3. Section 4.4 concludes the chapter with a discussion of
possible  r u l e s , te c h n i q u e s  a nd ope r a t ions t h a t m igh t be employed
to purge information from an operational TOS.

4.1 LAND COMBAT AT THE DIVISION LEVEL

The ultimate objective of warfare is to impose one ’s
will physically upon an opponent. Military success or victory --
gauged by attainment of specified goals or the frustration of an
opponent’s aims —— r e su l ts f r o m  the conce ntr a t io n of supe ri o r
force at critical points or in critical areas. In modern land
combat , phys ical engagement of forces occurs at battalion level
and below. Thus , while battalion and briga de commanders direct
and con t ro l  the imme d ia te co n f l i c t , their subordinates , the cap-
t a i n s  wi th the ir compan ie s , troops and batteries actually fight
the battle. At Division level , the commander and his staff issue
the directives and orders that are needed to concentrate the
fo rces , a l l o c a t e the r e s ou r c e s  an d es tab l i sh the pr ior it ies
within which conflict is joined .1

Given  the compa r a ti ve ly  l a r g e m il it a r y  es tab l i shmen ts
possessed by most modern industrial states , Division sized ele-
men ts rarely operate alone or in isolation when engaged in con-
flic t. Thus , com ba t m is s ions  as sign ed a g r o und Div ision n o r m a l l y
fit within the context of a larger scheme of operations involving
a Corps or A rmy Gr o up , or within the operative frame of reference
for a Joint Task Force conducting a hi ghly specialized , l imited
operation. In such frameworks t h e  D i v i s i o n  c o m m a n d e r  is to ld
“what to do” , operational constraints may be imposed in terms of
“r u l e s  of engage m en t ” , bu t t h e  “how ” of miss ion accompl i shm en t

I U.S. Army Field Manual No. 100—5 , Ope ra t ions Wash ing ton :
Department of Army, pp. 3—5 to 3— 14. 1970. 
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within accepted doctrine is usually left to the Division com-
mander and his staff. Assum ing that resources organic to and in
support of the Division are adequate to the assigned task , the
commander organizes his forces , plans a scheme of maneuver , allo-
cates priorities for supporting fires and issues specific
instructions to major subordinate commanders. Such instructions
take the form of assigned missions , assigned operational areas
and the al’.ocation of combat support. Thereafter , the Division
commande r ’s concerns a re  p r i n c i pally wi th the progress of the
battle and with action required to sustain his own forces —— res-
upply, repair and the replacement of personnel and material. 2 The
informa tion that he and his staff are most interested in during
the course of the battle is that which enables this group to take
necessary action to insure that the conduct of the battle
proceeds collectively as much as possible as planned , adjusting
organizational structure , maneuver and priorities of fire as
required .

At first glance , the complex nature of ground combat
conveys an impression tha t actual informational needs for command
and control at Division level are infinite. A l a rge  number  of
friendly units are or can be involved . Most of these are organic
to the Division itself , but others may be suppo rting or tem-
porarily attached to the Division. These elements vary in
author ized size and strength , and actual numbers can fluctuate on
a daily or even hourly basis. The geographic area over which
combat is joined , is comparatively large (1500 square kilometers
or more) and may be diverse in nature. Extensive coordination of
all combat elements and of supporting weapons systems is essen-
tial for maximum effective generation of combat power. Some
uncertain ty always exists as to opponents ’ i n t en t ions , s t r e n g t h
and unit locations and enemy activity can and does have a variety
of purposes and meanings.3 All this action frequently occurs in
an area subject to vagaries of changing wea ther. Ideally, the
Division commander would like to have timely, accura te informa-
tion relating to all of these fac ’ r rs in sufficient detail to
insure that he and his staff make the soundest selections among
alte rnative courses of action. In point of fact , curre nt infor-
mation such as intelligence summaries , opera tion or situation
reports , received at Division headquarters in typed or printed
document form very seldom influence immediate operational deci-
sions , although such information can be extremely helpful in mon-
itoring overall combat activity and fo r future planning . After
the Division j~s in motion , the comman der dele g a tes respons ib i l i t y
for detailed monitoring of events and for coordination to his
staff and other agencies in accordance with accepted doctrine for
command and control and for force employmen t. The staff and
these coordinating agencies act as fil ters that screen most of
the data flow and convey only vital information to the commander. A

2 FM 100—5, op cit.
~ FM 100—5, pp. 7—1 to 7—17.
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They employ the more detailed information to support their own
functional responsibiljties.~ Such ac tivities can involve the
direction of supporting weapons systems , or measuring trends ,
monitoring progress and aggrega ting totals to identify critical
thresholds in status or activity associated with such specified
areas as personnel operations , logistics , intelligence , etc.

For analytical purposes in determining essential infor-
mational needs , combat at D i v i s i o n  level  can be v iewe d as two
rathe r distinct but related activities . First , tha t p o r t i o n  of
the bat tle i n v ol v i n g  fo r ce s  th a t  a r e  in d i r e c t l i n e  of s igh t of
each other. Normally, t h i s  segmen t of the ba tt le occu r s  a t a
range  f r o m  1 to 3 k i l o m e ters  (can ex tend  to 5 k i l o m e te r s ) and
concerns the direction of fire against enemy targets that can be
seen or aga ins t  o b s e r v a b l e  loca t ions w e r e  i t  is suspec ted enemy
elemen ts are concealed . This segment of the division battle
involves the employment of both flat trajectory and indirect fire
weapons. The artiller y, which is provided principally by units
o r g a n i c  to the  d iv is ion , is pr im a r i l y  con t r o l l e d  by f o r w a r d
o b s e r v e r s  w i t h  the  e n g a g e d  c o m p a n i e s  and b a t t a l i o n s.  T h i s  h i g h
trajectory fire , wh ich can  be q u i c k l y  an d e f f e c t i v e l y  m assed ,
substan tially increases that combat power which can be generate d
in the immediate battle area. The line of sight battle is
d i r e c t e d  and mana ged by br ig ade an d ba tt a l i o n c o m m a n d e rs w i th
resou rces previously allocated to them . Details of the conduct
of this battle below the level of battali on aggregate are not
normally of interest at Division headquart ers .5 Rather , the Divi-
sion comman der ’s conce rn is primaril y with the conduct of the
battle in accordance with previously issued instructions , and
with the maneuver of reserve o r of add iti ona l  fo rces int o a g i v e n
area of action to increase troop and weapons  de n s it y th us
strengthening com ba t power so as to a tt r it or des t roy i nc r ea sed
number of opponent forces and more enemy material. Maneuver as
i t  r e l a tes to the  l i n e  of s ig h t ba tt le in v o l v e s  the moveme n t or
relocation of forces so as to enhance the effectiveness of direct
f i r e  weapons , or e x p l o i t  the success  of f r ie n d l y  elem ent s , or to
restore a balance where opponents actions have , in fact , tipped
the r a t i o  of comba t  power  a ga i n s t  f r i e n d l y  f o r c e s .

The second por ti on of the d iv is i o n a l  ba tt l e  ac tu a l l y
involves those aspects of conflict that occur beyond line of
sight —— behind that 3—5 kilometer zone where troops are face to
face. Here focus is upon attacking and destroying supporting
weapon s, command a nd con t ro l  ins ta l l a ti ons , support facilities
and those reserve enemy forces capable of moving forward into the
line of sigh t battle. This portion of the conflict involves
d e l i v e r y  of o r d n a nc e  by i n d i r e c t  f i r e  w e a p o n s  w i t h  g r e a t e r  r a n g e
or by missiles and a i r c r a f t .  R e s p o n si b i l i t y  f o r  the act ua l

~ U . S .  A r m y  F i e l d  M a n u a l  N o .  1 0 1— 5 , S t a f f  P r o c e d u r e s  W a s h i n g t o n :
Departmen t of Army and FM~ I00~~~ j5p . I2~ I to l2-TT~~5 FM 100—5 , pp. 3—5 to 3—8.



- - - — - 

~~~~~~~~~~~~~~~~~~ ~

--_ --

~

_ - - -

~~~

— - ‘ - _ - _—_,-—

~~~~~~~~

---—_ -- —‘
~~~

- - _ - - -,- _ _ - — _  
~
-—

~~
—.-.

~
---— —

employment of weapons, the direction of fire , the direction of
• orbiting aircraft , and the techniques of massing firepower are

left specifically to designated subordinate or coordinating agen-
cies.6 For example , the Division artillery commander is responsi—
ble for actual coordination and execution of indirect fire mis—
sions. An elaborate mechanism exists for gathering data and
issuing fire instructions to guns to attack targets of opportun-
ity quickly in the Division area. Neither the Division commander
nor his immediate staff are personally involved in the target
location/target engagement loop except in the role of ultimate
arbiter so far as prioritie s of fire are concerned , or as direct—
ing authority for the use or release of nuclear weapons , or in
quick response reaction against possible enemy nuclear delivery
systems. However , the Divisien commander is vitally concerned
with the location and movement of enemy units of battalion size
or larger and of nuclear delivery systems that can be brought to
bear on the line of sight battle , or against any friendly ele-
ments in the division area. 7

For both portions of the battle , the Division commander
and his immediate staff are concerned primarily wi th essen tia l
shifts of priorities , with emergency changes in mi s s ion assi gn-
ments , with commitment of reserves , with requests for additional
resources from higher headquarters and with supervision of sup-
port functions. This has been long recognized and divisional
staff elements operate within well—defined functional areas. In
these areas , selected data is gathered and activities and
developments monitored continuously. To this end , Army Divisions
establish intricate , formal ~tandard operating procedures (SOP’s)
that prescribe the operational and intelligenc e reports necessary
for the supervision and coordination of all Division activities.
In general , these tend to be quite similar for all Divisions. An
example of the scope , frequency and type of required reports is
contained in Appendix B, an annex prescribing reports taken from
a typical division tactical SOP. Little of the information fur-
nished in these reports is employed for immediate operational
decision in the Division (except as background or supporting
i n f o r m a t ion ), however , much of it can be employed to secure per-
sonnel and ma terial replacements and in future planning . The
informa tion which can be used that will influence action in pro-
gress , such as that indicating development of a major enemy pene-
trat ion , n o r m a l l y  has  a comparatively short useful life , and m u s t
be immediately brought to the attention of the appropriate agency
or staff princi pal and to the commander in order to attain a
suitable response within the effective time window during which
remedial action is possible. This particular information must be
presented or available for presentation to the Division commander
in real or near real time, preferably in symbolic or pictorial
form and matched to terr ain maps. Criteria discussed below seek

6 FM—l OO—5 , pp. 2—12 to 2—17.
FM 100—5, p. 10—5.
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to identif y in more specific terms what information is actually
essential for immediate operational decisions at Division level.

4.2 CRITERIA FOR DISTINGUISHING ESSENTIAL DATA

In the employment of a Division sized military force ,
the Division commander and the staff who assist him in p r e p a r i ng
and issuing instruc tions that set the force in motion and make
adjustments for changing cond itions do so with some understanding
of the si tuation confronting the Division. In essence , this men—
tal  p i c t u r e  of the s i t u a tion and the o r d e r s  i ssued to cause  the
physical interaction of opposing forces serve in the real world
as a predictive model for events as the commander envisions them
and intends them to unfold . The command and control mechanism of
the  Di v i s i o n  h e a d q u a r ters and of s u b o r d i n a te e lements  prov id e the
conduit for data or information feedback from the opera ting ele-
ments. This feedback describes real cond itions and events
(actual observables) required for comparison with , and adjust-
ments of those plans and instructions (predicted observables)
comprising the ori ginal decision model. The informa tion flowing
t h r o u g h  t h i s  f e e d b a c k  mechan i sm can e i t h e r  incr ease or r e d u c e  the
uncertainty confronting the commander and his staff , al th o u g h  the
la tter is more normally the case. In any event , the i n f o r m a t ion
itself , that in the predictive model as well as that returned
through the feedback mechanism , has some accepted val ue. When
this aggregate value exceeds an iden tified or established thres-
hold , the informa tion can be considered essential for a given
decision situation. -

The scope of remedial action which the Division com-
mander and his staff normally can take to influence actual
observables deviating from the predictive model largely sets
thresholds that distingui sh essential data. Although the Divi-
sion commander himself is theoretically responsible for every-
thing that occurs with in his area of operations , m u c h  of the
detailed battle management is delegated to subordinate elements~leaving him and his immediate staff responsible principally for
the movement and coodination of major maneuver elements , adjust-
men ts in f i r e  p r i o r i t i e s  f o r  suppor t ing  weapons sys tems , employ-
ment of those very few weapons delivery systems retained directly
under division control , and planning and preparing for future
action. Information needed to perform these functions must be of
the same level of detail as that with which the commander deals
in o r g a n i z i n g  h i s  own fo r c es , i.e., f o r  enemy f o r c e s  a t the level
of division , regiment , and ba tt a l ion p lu s  in f o r m a t ion on such
specia l  lower  e c h e l o n  e l e m e n t s  as n u c l e a r  d e l i v e r y  s y s t e m s ,
bridg ing , electronic warfare activities and air defense.

Information utilized for battle management falls essen-
tially into three distinct categories:
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• that relating to the environment , the weather , the
nature of the terrain over which the battle is or will
be j oined , e tc . ;

• that relating to friendly forces status and disposi-
tion; and

• that relating to enemy capabili ty, inten tions and
deployment. -

So far as the first of these three categories is concerned , much
of the information required at Division level is normall y avail-
able prior to actual force engagement. This is presently
obtained principally from maps , aerial photographs , weather pro-
jections , historical records , ground or aerial reconnaissance and
the like; although at some future date such may also be provided
to a field headquarters in digital format directly via satellite
from continental United States. Such information will largely be
in pictorial or graphical (map) format and will not change sub-
stantially during an operation except for weather and limited
adjustments of man—made objects such as des troyed b r idges , etc.
Since this information is used continuously to follow operations
as the battle progresses across a given extent of terrain , it
appears unlikely that any great quantity of this information will
be placed in the automated TOS at Division headquarters , at least
during the foreseeable future. The other two categories of
information , however , are appreciably different since the status ,
d i s p o s i t i on arid employment both of enemy forces and of friendly
forces are constantly changing , and s ince  such i n f o r m a t ion in
aggregate form is utilized to make adjustments during the pro-
gress of the battle , and to plan future action.

All activity as well as the detection of physical pres-
ence occur on the battlefield in some temporal sequence , and each
can be related at a given time to either a general or specific
location. Such information usually contains all or part of the
five following elements:

• Who or what agency or activity was involved?

• What actually happened , or what is the status being
repor ted?

• When did the event occur , or when was the status deter—
mined?

• Where did the event take place , or where is the organi-
zation making the report located?

• How did the event transpi re , and what were the special
circumstances associated with it? 

- - -- -~~~-~~~- -~~~~ _ ---~~~~~~~- —  -- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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To this can be added the reporting agency if such was not con-
tained in the above five at the time that the report was actually
formulated and forwarded . Thus , content analysis permits format-
ting of these messages and substantive abbreviation that lends
itself particularly well to the computerization of reports for-
warded in either textual or digital format , and sould facilitate
information aggregation.

- 
Essent ia l  da ta  for  the direction of combat at Division

headquarters level must be sufficiently timely to enable the com-
mander and his staff to issue those necessa ry orders to set and
keep the Division in motion. As pointed out above , th is i n v o l v e s
planning for the action , and the i n i t i a l  and subseque nt i s s u a n c e
of i n s t r u c t i on s  as a result of the monitoring of both enemy
activity and the status of friendly forces aggregated at bat-
talion and brigade level. While information relative to the
status of friendly forces is ei ther continuously available or can
be obtained from the units concerned within a given timeframe .
information relative to the disposition and to the deployment of
enemy forces will always be somewhat clouded and obscured . Even
under the best of circumstances , all desired information relative
to the activity and status of enemy elemen ts will not be avail-
able to a commander if , fo r  no o the r  reaso ns than because of
enemy deceptive tactics or because given sensor systems fail to
pe r f o r m  p r o p e r l y ,  or are destroyed or otherwise rendered ineffec-
tive. As indica ted in Chapter 1, th e r e  is a c l e a r  a s s o c i a t i o n
between the amount of data available and the confidence and com-
f o r t  w i t h  which  a commander  or h i s  s t a f f  r e a c h  a g iven dec i s ion .
The desired threshold of information above which a commander and
his staff at Division level will function effectively can vary
with individual commanders. However , balance must be struck
between an inordinate amount of detail which cannot be readily
synthesized and aggregated for decision and a lack of detail that
produces a degree of uncertainty unacceptable for a given com-
mander. 8 In general terms , information falls within this thres-
hold if it is essential to a vital decision and its presence or
absence will mean absolute success or failure , so far as Division
missions are concerned . Hence , the following eleven specific
categories appear to constitute essential information :

• Information indicating that the ratio of enemy combat
power to friendly combat power in a given brigade area
h~ s become , or is about to become , so adverse as to
threaten Division mission or brigade mission accom—
p1 ishment.

• Information indicating a requirement for major adjust-
ment of existing friendly dispositions and boundaries ,
or major changes in the existing or proposed scheme of

8 Dixon, N.F. On the ycho1~ q~ of M i l i ta r y  Incompetence. New
York: Basic Books , pp. 27—35. 1976.
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maneuver  or maj or  changes in the p r i o r i t ie s  for  f i r e
support .

• Information regarding employment or suggesting possible
employment of enemy nuclear weapons and chemical or
biological agents .

• Information relating to the planned employment of
friendly nuclear weapons , or chemical or biological
agents or relating to friendly nuclear accidents.

• Informa tion indicating major friendly force vulnerabil—
i t i es  which  can be cor rec ted  by D i v i s i o n a l  a g e n c i e s  or
for which assistance. can be acquired from higher head-
quarters before enemy exploitation is possible .

• Information that will enable the Division commander to
employ his available assets so as to attain directed
goals  s u c c e s s f u l l y  if such i n f o r m a t ion reaches  h i m  in
time.

• Informa tion of enemy presence or activity, and informa-
tion of friendly personnel and mat erial status , and
information regarding weather conditions or geographic
featur es, the possession or absence of which can  sub-
stantially alter the probability of successful attain—
ment of assigned Division missions.

7 

• Information of current or recent enemy force movements
(battalion size or larger ) that can be utilized by the
Division staff to predict or project current or future
enemy intentions. Generally this information is lim-
ited to that relating to enemy act ions to w h i c h  the
Division must react in from two to twelve hours or plan
for in the next twelve to twenty—four hours.

• Information relating to the coordination of activity
between major subordinate elements of the Division arid
of adjacent Divisions , or between direct or indirect
fire of adjacent friendly brigade sized units , or
between Division elements and supporting friendly Air
and Naval forces. Details regarding such fire coordi—
nation lines are essential both for artillery fire
direction (accomplished by Division Artillery) , and for
coordination with adjacent and higher headquarters
(accomplished by the Division TOC).

• Information relating to planned friendly force move—
ments in front of the forward edge of the battle area
for that period during which such force movements actu—
ally take place. Of course , such information must be
furnished with sufficient lead time for the Division to
affect necessary coordination with adjacent units to
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insure  tha t  f r ie n d l y  f i r e  is not i n a d ve r t e n t l y  d i r ec t ed
aga ins t  these forces  d u r i n g  the o p e r a t i o n .  This  is
~particularly important for the vertical movement of
forces with helicopters.

• Information regarding areas which are denied to
friendly force maneuver (both on the ground or via hel-
icopter) , either as a result of the location of mines ,
heavy weapon concentrations , anti—aircraft fire , non—
traversable geographic conditions or features , or
nuclear , ch emical or b io logica l  c o n t a m i n a t i o n , e tc .

Key to the effective use of such information at Divi-
sion headquarter s level is the grain of detail and the time
response window w i t h in  which the commander and his staff can and
must react. Except for information relating to specific activi-
ties such as enemy nuclear delivery sys tems , the  Di v i s ion TOC is
concerned primarily wi th enemy units of battalion size. Ideally,
company sized elemen ts will be aggregated by reporting brigades
or sensing sys tems.  I t  serves  no u s e f u l  purpose  to tel l  the
Division commander or his staff the whereabouts of a g iven
machine gun or a given tank , or even several tanks. The engage—
ment of individual targets by batteries or battalions of artil-
lery obviously requ ires information of finer grain of detail.
This  de t a i l ed  i n f o r m a t i o n  w i l l  n o r m a l l y  r e m a i n  in the  f i r e
direc tion—fire control loops; however , results of such fi re mis-
sions will be aggrega ted by the Division artillery fire direction
cente r or by the m a n a g e r  of the weapons e m p l o y m e n t  s y s t e m• involved and forwarded to the Division TOC periodically on a sum-
mary basis. The TOC should not be involved in actual , indi ;idual
t a r g e t  selec ti on s ince  tha t f u n c t i o n  can  o n l y  be slowed by plac-
ing ano ther  agency  di r ec tly in the weapons employmen t loop. 9
I d e n t i f i c a t ion of the broad ca tegor ies of i n f o r m a t ion tha t a re
essential for successful Division combat operations , and careful
delineation of the degree of detail required in such categories ,
permi ts the establishment of procedures for handling and process-
ing the information which can most profitably be automated at
Division headquarters for tactical decisions. This information
shou ld  not  be a u t o m a t e d , howeve r , if , in f a c t , a u t o m a t i o n  e i t h e r
slows the passage of essen tial information to the commandcr , or
if automation of too much of this information makes it impossible
for the division commander and his staff to reacquire essential
information needed for appropriate decision or to control and
direct friendly operations.

~ Kroger , M.G., et al. “Integrated Tactical Information System
Design Study (ITIS) : A Study of Tactical Information System Re-
qu i r emen t s  Cur ren t C a p a b i l i t ies and Steps To w a r d  Fu tu r e Goa l s ,”
(V). Marina del Rey: R&D Assoc i a tes , pp.3-6-3-20. 1976 (SECRET) .
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4.3 CRITERIA FOR DISTINGUISHING DATA THAT CAN BE COMPLETELY
PURGED AND DATA THAT CAN BE PURGED TO A SLOWER STORAGE
MEDIUM

Ideally, information stored and processed by the TOS at
Division headquarters should be that which will be immediately
used by the Division commander and his staff while the battle is
in progress , and that which is most likely to be of v a l u e  in
planning the next phase of the battle . Information relating to
pa st ac t ion , tha t  over 24 hours old , is of little, if any , use at
the Division headquarters itself except possibly as an historical
record. While such historical informa tion may be needed at
higher  level (Corps or above ) fo r  p a t t e r n  a n a l y s is of past  eve nts
and for possible projections of fu ture enemy intentions , such
anal ysis requires greater human resources and more data process-
ing than TOS presently envisions (See Appendix D ——Operational/Organizational Concept) . Nor  shou ld  TOS be employed
simply as an electronic file cabinet where all textual messages
to the div ision Tactical Operations Center (TOC) from subordinate
elements or higher headquarters are filed for fu ture recall
without regard to content perishabi iity.

At present , the command and c o n t r o l  m e c h a n i s m  wi th i n
the TOC is frequently stressed during a combat situation or dur-
ing crisis involvement. This strain in the TOC can grow nut of a
number of f a c t o r s :  overloaded or interrupted communications ,
un wie ldy  pro c e d u r e s , in o r d i n a t e l y la r ge a m o u n t s  of  i n f o r m a t i o n ,
prolonged adverse  deve lopments , p e r s o n n e l  f a t i g u e , a c o m m a n d e r ’ s
idiosyncrasies , etc. Undoubtedly, part of the confusion can
result from inabil ity either to handle properly that information
r each ing  the  TOC , or to p e r f o r m  the  necessa r y compar i son a nd
analysis of disparate information to quickly produce an accurate
and t ime ly po r t r aya l  of the operational situation. As an
automated system for storage and retrieval of selected informa—
tion , TOS holds  p r o m i s e  of prov id in g some h e l p  in p e r f o r m i n g
these operations in the TOC at moderate cost in terms of the
human and material assets involved. To be of greatest use , how-
ever , information handlng procedures must be employed with TOS
that can benefi t from automated support. Thus , if the problem is
one merely of reading and digesting a large volume of textual
messages , placement of such messages in automated storage (par-
t i c u l a r l y  if  the  i n p u t i n g  p rocess  is  p e r f o r m e d m an ua l l y) will be
only of limited benefit i f th is i n f o r m a t ion is recal led in the
same verbal forma t when the system is stressed by increased
tempo. Key to the creation of an effective automated system is a
clear understanding of wha t i n f o rm a ti on is ac tu a l l y  r e q u i r e d ,
wha t  t h i s  in f o rma t ion is used f o r , and how the information can
and will be employed.

Focus with in the TOC is always upon those operations
actually in progress or anticipated in the near future. Whether
the situation is static or dynami c, the information that is pro—
cessed and stored in any automated system serving the TOC should

.1
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be that which is most curren t, has the greatest apparent value
for  the immedia te d i r e c t ion of divisional elements , and the
highest probability of use. Information of lesser apparent
immediate value wi th only moderate probability of use during the
nex t  12 h o u r s , and informat ion which relates to incidents that
occurred at a reasonable period in the past can and should be
migrated to an ancillary or slower storage medium . Information
of l i ttle , if any , immediate value with little or no probability
of use during the next 12 hours should be completely purged from
TOS.

Segrega t ion of ba tt l e fi e l d  i n f o r m a t i o n  tha t appears
very valuable and of grea t use from that which seems of moderate
v a l u e  a nd t h a t  w h i c h  is ma rg inal is complica ted by the  type ari d
varie ty of the information that may be available and by the large
numb er of sources  f r o m  wh ich such i n f o rmat ion can and does f l ow
to the TOC. This sif ting process can be eased , to a d eg ree , if
screening or pre—purging of some form is performed by major
subordina te elements of the Division and by the managers of sen-
sor systems and closed—loop weapons employment systems supporting
or organic to the Division. Although lip service is g iven to the
e l i m i n a ti on of m i n u t ia at  the lowest poss ib le  opera t ing level ,
available commu nications frequently encourage higher headquarters
to ask for excessive detail , while absence of clear doctrinal
standards relating to optimal informational requirements for
specif ic decision tasks now places no break on the quantity of
information that may be forwarded to a Division headquarters ,
particularly from subordinate elements.

Essentially, intelligence information , relating to an
opponent’ s p h y s i c a l  presence , movemen t an d i n t e nt ions  now
presen ts the mos t d i f f icul t prob lem , a l b e i t  a welcomed o ne; sin ce
absence ra ther than a surfeit of such information was normally
the rule in the past. What is now urgently needed is careful
analysis to determine : (1) how much of what specific informa-
t i o n , in  wha t aggr eg ate  can be of g r e a tes t v a l u e  to co nt ro l  ma jo r
div i s i ona l  m a n e u v e r  e l e me n t s ;  ( 2 )  w h a t  d e t a i l e d  i n f o r m a t i o n  is
required only in the closed loop weapons employment system for
more  e f f ec t ive tar ge t engagemen t and h ig her  t a r get k i l l  p rob abi~~—ities; and (3) what fusion of sensor data can be best utilized
for predicting enemy intentions and future actions. Properly
p e r f o r m ed , such analysis should lead to the development of pre-
p u r g i ng p r o c e d u r e s  a p p r o p r i a t e  fo r  a d o p t i o n  w i t h  TOS and s h o u l d
contribute to a clearer understanding of what specific informa-
tion should actually be h a n d l e d  by TOS . Tha t a n a l y s i s , howeve r ,
is beyond the scope of this study effort .

I n f o r m a t io n r el at ing to o p e r a t i o n s  in pro g ress  an d
activity or movemen t that conveys indications of enemy intentions
in the period 2 to 12 hou rs in the future is of greatest immedi-
ate value to the Division commander and his staff since this is
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the information to which they must respond with organic assets or
for which they must request additional supporting assets. Infor-
mation of both friendly and opposing forces is involved.

To control the maneuver of friendly elements , the Divi-
sion commander and his staff are concerned primarily with the
location of battalion sized aggregates and the effective combat
strength of these units in gross terms (i.e., 75% effective with
approximately 42 tanks or 90% effective with 50 ta n k s , etc.).
Detailed friendly personnel and materi al status information is
not continuously needed in the TOC. That type of information is
~~iid1ed by systems supporting personnel and logistical functions.
Accurate updates of such information are normally acquired by
appropriate division staff agencies through administrative chan-
nels once every  24 hou r s  and can be furnished to the TOC on
request. So far as battalion locations are concerned , these
should be furnished whenever a battalion sized unit moves. Only
c u r r e n t  or p lanned fu tu r e  loca t ions a re  nee ded , howeve r; and new
information should supplan t old information which can be purged
from TOS when the new information is received . Beyond this , a
limited amoun t of certain other miscellaneous friendly informa—
tion is also needed . This includes brigade CP locations , the
position and extent of friendly minefi elds , p l a n n e d  nu cle a r ar
chemical targe ts , contac t points between adjacent brigades , air
defense installations , location of bridg ing equi pmen t , the posi—
tion of logistical suppor t facilities , and the like. Such infor-
mation is required essentially for movement coordina tion and con-
trol and should be held until supplan ted by new data . Unfor—
tuntely, locations mean little in textual format , b u t have
immediate meaning for command and con trol when matched to , or
displayed upon , a map or geographical rep resentation of the bat-
tle area. Automatic graphical display of such material from the
data base for the entire divisio nal area of operations appears to
present the best method for depicting an overview of the situa-
t ion , and can facili tate rapid identification of friendly and
enemy force disposi tion changes. Such presentation can also
materially assist the purgin g of outdated , erroneous or superflu-
ous informa tion.

Much of the da ta relating to the enemy during combat
is , of course , a direct produc t of operations themselves. A
great portion of this da ta can be used immediately to bring corn—
bat power to bear agains t the enemy . Such readily exploitable
information is transmitted directly from the source or the point
of origin to the user in real , or near real time. Army doctrinal
litera ture relating to ground combat differentiates between this
raw data on enemy forces and activity that can be used immedi-
ately upon receipt without interpr etation or integration for tac-
tical real time targ eting and to direct maneuver from other enemy
related data requiring validation , integration , com pa r i s o n  or
analysis before u e .  The fo:mer is categorized as comL~~t
informa tion , the lat t - r i n t e 1 l i jenc~- . That data view c~d as fin—
ished Tnt€~l l i ge nc e IS d ’ - t i v e ~ Irin~ all available sourc e~s. It
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must be fused and analyzed before use , and is employed princ i-
pally by higher command for plann ing , for moving and concentrat-
ing forces , and for limited targeting well behind the battle
area. Although combat information mus t be rapidly fed to those
combat leaders who can immediately use it , such i n f o r m a t ion mus t
also be transmi tted upward in some aggregate to higher headguar—
ters where the data can be processed into intelligence.*

D i v i s i o n  h e a d q u a r t e r s ’ concern with informat ion of the
enemy focuses upon curre nt enemy activity (activity that is
occurr ing or has occurred within the previous hour) and enemy
activity that can , arid is likely to, occur in the next 12 hours.
As wi th f r i e n d l y  i n f o r m a t i o n  a t the D i v i s i o n  level , ba tt a l i o n
a g g r e g a t e s  are  needed a long w i t h  da t a  on enemy n uclear  d e l i v e r y
systems , etc . that are capable of inflicting major damage upon
Division elements. Beyond that , i n t e rest cente rs p r i m a r i ly  upon
enemy dispositions and significant enemy actions and intentions
that may influence operations of the Division projected for the
nex t 12 to 24 hours. Information relating to given enemy force
locations can be replaced by updated informa tion as received.
Supplanted enemy information can be immedia tely moved to a slower
s torag e medium and completely purged from the system after a
period of 12 hours. If needed for movement analysis of enemy
un i ts beh ind  the i m m e d i a t e  bat tle a r e a , such i n f o r m a t i o n  can be
mi gra ted to magnetic tape and then provided on that medium to
i n t e l l igence agencies or higher headqua rters requiring such his-
torical data for order of battle determination and intelligence
fusion and production. Data which has not changed that relates
to enemy battalion sized units with which Division forward ele-
men ts are in contact and to known enemy nuclear delivery systems
capable of attacking the Division , s h o u l d  be he l d in the TOS da ta
base as long as the loca tion of such enemy forces are known and
the Division operational area is unchanged . Data relating to
enemy a c t i v i ty tha t t e r m i n a t e d  6 h o u r s  or more  i n the pas t , can
be automa tically moved to a slower storage med ium and data relat-
ing to enemy ac t i v i t y  tha t t e r m i n a ted 12 h o u r s  o r mo r e in the
past can au tomatically be mi g r a t e d to se p a r a t e  sto r a g e  m ed i um
(tape) and transmitted to Corps and above for possible anal y t ical
use.

S i m i l a r  p r o c e d u r e s  can be u t i l i z e d  to h a n d l e da ta
acquired by the closed loop weapons employmen t systems or sensor
employmen t systems organic or attached to the Division . In prin-
cipal , such info rmation should also be removed from the informa-
tion processing syst’ms of those activities as soon as it is no
longer of use for the battle at hand or for planning the next
phase of the battle. Time thresholds for the migration of such
data can be established based upon functional requirements of the
activity or system concerned , as determined by actual field test

* FM 100—5 , pp. 7—4 and 7—S .
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or exerc ise. Since aggregated information would be furnished to
TOS by these weapons employment and sensor systems when the con-
tent was significan t, no nee d ex ists to co in c ide thre sho lds  fo r
purging in such systems with those established for TOS itself.
In general , however , l ike proced ur es can be employed with th ese
sensor and weapons systems in migrating information no longer
needed to s lower  acce ss r~~~~~m or to magnetic tape. Information
that appears to have value for future analysis should be migrated
to slower medium r~nl y i f th e r e  is a r e a s o n a b l e  expec tancy tha t
the informa tion will be needed again in the near future (next 12
hours). Otherwise , the da ta should  be stored on tape and
disposed of after 12 hours. -

In summa ry , then , so f a r  as TOS is conce rned , i n f o r m a -
tion kept in main storage should be that which appears of value
fo r  p l ann ing the nex t phase  of the ba tt l e  12 to 24 ho u rs  in the
future. The granularit y of detail should be fixed by the opera-
tive parameters within which the Division commander and his staff
f u n c t ion , i.e. , if the commander is controlling brigade—size d
elements and fire suppor t priorit ies for brigade , de tails at com-
pany level are not required . Locations of enemy reserves (bat—
talion size and larger) which can move to influence the current
act ion or the nex t phase of the  ba tt le mus t also be reco rd ed if
known. Information relating to enemy activity 6 hours or older
should be mi g r a t e d  to slower sto r a ge m e d i u m  a long  wi th oth e r
informa tion considered of interest but not essential for direc-
t ion  of such comba t opera t io ns. I n f o r m a ti on 12 ho u rs  or ol der
can be p u r g e d  comple tely  or pl aced on tape and p h y s i c a l l y
dispa tched to the n e x t  h igher headqua rters for appropriate use
and disposi tion. This information is summarized in Figure 4—1.

The mechanics of ac tually handling data and of dispos-
ing of s u p e r f l uous in f o r m a ti on can be sys tema tic a l l y  app roached
once the specific informational needs for command and control and
func tional management at division level are defined and agreement
r eached r e g a r d ing the len gth of t ime  such in f o r m a t ion re m a ins
useful and should be retained . Appropriat e purging methods can
then be matched to equipment capabilities and functional needs as
wel l  as to commanders ’ desires. A discussion of possible purging
methods —— rules , techniques and operations -— that appear adapt—
able for this pu rpose is contained in the final sections of this
chapter.

4.4 RULES , TECH N I QUE S AND OPERAT IONS FOR PURGING UN EEDED
DATA FROM DIVISION TOS

F r i e n d l y  fo rce  i n f o rma t ion requ i red fo r  comman d and
control of Division units essentially constitutes a number of
finite data sets which can be bounded arbitrarily to meet esta-
blished functional needs without saturating existing communica-
tions facilities. Such information will no rmally either be fur-
n i s h ed to Divi s ion  head quar ters on a continuous basis as speci—
fie d data elements changes , or in aggtegate form at prescribed

58



W~~ tI~~ b~~ - 4 f ~~~(f l U ~ C)
‘C D~~~ •~l, •~~~~~W~~~~~H~~~
~~~~~ E-d • J~~~~~U)~~ 1(
~~~‘~~~O ‘ O u ~ U ) O  C)~~~i O  C)
.i~~~4-4 ~~~~~~ W 4.’>i 4J e~4 .~~

~~oc  o E~~ n 4 J q-4 (T3 .Q
O~~~~--4 .,.4 0 O~ -H~~~~~~~(’4

0~~~~~> ~~‘-l 0
~.‘ ~ 

(l ab
~ (l~~~~Q) 5 n 3~ ’1 ~~~~~~~4~~ -1~~ 1
H 0 H ~~~ 4~~-4 o 0~~~~~0 C )
~~ 0 ( 1 0 0  ~~~~~~o~ -i~--‘-4 0) .~~ ~~~ ‘IE’ C ) W ’ C~~~~0 ) w  u
~-‘ C)~~~.~~ Q) -d 4.’ W O a ) ~ . D Wrz~ ~~ ~~~~ ~4 q.4 .-~~-b-) .r ~~~WC) -H~~~ - H ’ C W b l  -H ~~~~~H b  4.3 0)

.c O C ) W C )~~~ .~~~O.) O (l~~~ ~~~U)
2 ~~ -‘- 1 0 0 0 O ’ C  ~~~4-J~~~ ~~) j

o 4.3 (1 0) 11.-i C)
1.-I ‘C-~~~~~~~~~~U) a ~ ‘C~ . I H W ~~ ‘C

~ El r—I (/) Q~ ~~ 14 4 0~ ’rj 4.’ ‘rj .—4 U)
~-4 2 O 0 w u ) w O ~~~ O - ~i 0 i (1’4-~~~ 0 ( 1x C~ ~~~~~~~~ - ,-4~~~~4-)~~~ ~~~Z 5 ~~~~- H 1 11z~ El
E- f~x~ . . . .

(‘4 ,H C-1 .-l

C)
I -

0 4.’ C)
Z • .4 0 ) 1 ( 1  U)
I-f ,-4 

~ .Q ~o (1 I 0) 0)
4.) >~ 4J~~~~’C 4-4 0

~ 0 -I-i >~ $- u o ~~ W --4 ’C~~11 s-~ ca G )  >i-H (1 Q 4 J~~~~ Oo~~~-.’ rJ) 4J
2 -~~04 - ) (l -(-)~~~~~1-4 0 4.) •
o Z I .-4H (l >~~0 c 0 - H O C o (1 —I
I-I ~~ H 4 - .Q ~4 O 0 ) -H -l ’O 0
E~ 0 U) 4-~~(1 0) ,.-4~~~ 4-~~I 1 . - b

4.) ~~~0 ’~~ > - ‘-b (tj ifl . W ~~-4z Z -
~~~ ‘~~~0~~-4 4-~~~Y 0 4 J 0 - . - 4  a)
c ~~~ O— . - -4 u) 0) O - H P 4 - 1 I I-b

o ~ . c ( i ) 0 ) 0 -4~~~ 0) aj C) CL)
~~~ >1 W~~~~~ ~~~~~~ ~ ~~~~~ ~~.2 1-’ -~~ -H 0 >~ 0 C I C~- ’-l (1) 0 0
I-I ~~ 0 ) 1 1~~ J - l ~~~~~~~~ Q — lcE ,-4 .Q .Q CL,

Z >~~~~~~ -~~i~~4-) f1~~~~H c ( 1 . H  0 (1 (I
(ID 

~~o 0 ) I -~~~n . 4 -’ >0 ’- l~~~~ -H - H 0 ’ C~~~~~4J U) (I)
,-.) c o -H O O E - H W U )  (1 (I
I-f (1 (10

~ < ~~~11 D m —  Z O O  .1~~ Cz~~ O CL) C)
o El . . . . . . (1 (1
>4 0 Cfl ~~‘ Ifl ‘.0 U) U)

L,
~ 

0 0 )
Z --i~~~~4J --
~~ 4J~~~~~~~ Ø)
o ( 1.~4 ( 1~~~ C)
Cx.~ 04) 4-i l-I >‘, 4-i -H O
Z 0~~H~~~~~W 4~J 4 J
H ‘-4 ( 0 0 0 )

0 0 W  C ) >  •
r.4 4 0 I  1-I 1-~ -H 4.) O - H C ) 4 - ’o -.-s u~ c ‘4- I ’tI 4J X

~~

>4 •
E’ .-. m

59
-— — -~~-~~ ~

-- -—
~~~
-— -



~ -- -~ - ~ - - -—~~~~~~~~~~~~~~~~~~~~~~~~ - --- ~~~~~~-- -~~~~~~~~~ -

- 

I

‘0r~ ‘C ‘C ‘-10 ‘C 0 1 0 0) 0 1  0 .-4 C)
I • -.-4 0) C) -H 0) -H •H -H • G) C) C)(Il ’0 4) C~~I ‘ C I - c l - i  - H O  ‘0~~~4 C 1 - I  ~- 4-i (fl ).~ ~~~>-H C ) c l  I - C )  0) 04-H a) 11~~~ 0) 04- H a) ~~~W 0 ) 0  I--i - H

~~~l-i 0 04 0 04 C~~E ~~~C)
04 1 10 4 .’  W~~ 1 104 . ’  -H Q, ()

4 ( 1 0  U) ‘-4 4) 14 1-4 I - W  ‘-4 4) 1-1 1-4 ‘C~~ (11-4 C)
.C~~4-4 ~~~-H 04 0~~~ .~~ 0. 0~~~ ‘-4 .~~~0 ~~~~1i

~~~~~~~ 0 ‘ 0 0 40  ‘ 0 0 .0  0 1 - i  0 • 0
O~~~~ H -H~~~ ~~~~~~~~ 0 ~~~0 ) G ) .~ .~~~O >i’ri-H~~~-H~~~ 4 ) 0  0 0 ) 1 . 4  -.-- f ’C 0 0 ) 1-4 U) r - 4 W 4 0
4.3 ~ 11-H •H~~~ ~~ 4-~~0) --1~~~ ~~< (1~~~~ W E~- 4) (fl r-3 • ~~~~ ~-‘ U ) ( ’ 4  • U ) Q) 4)11~~~E4 )I—f 0 - H ~~~~ I- 11 1 1.~~~ ‘Ti 0 1- i  ( 1 .~~~ ‘C’0 I-4

~ 0 1 1  O E  ~~~W O I-4 Q) 0~~~~~ . E 0 ) O I - - i C)~~- 4 1 1  4.’ I-~ O E
~~~~~~~~~~~~ • 4-4 1-4 I-4 0 . - H O > 1  - 4 0 4 V 1 - 0 . - H O > iW 0)0 ) 1-0 1 - 4 1-I
El C L ) 0 ) ’ 0~~~~ 0 0 1 1 4.i ’ .W O - H O ( l 4 ’ 4 . 4 0 - H U) 0 ( 1~~~~~0I-I C) 1-i~~~~~0 ) -H 4-1 4-1 4.) c1 I--i 0) ..-1 4 . 4 ( 1  ).i 4-4 C) .-4~~~~~~~-H 4-4
~~~~~—4 ~~ > ~ C I-~~ >i4-~ -4 ’ O ( l c )-4 >i4J >- - H O
O -H~~~ -H ’C -H - H 0 0 ) 0 . U )  -H 0 ) > - H 0 0 J0. U ) W 1 1  4)

• - H 0 4 0 0 )  ~~~ - H Q ~~Q 0 )~~~~ Q) r~ ’ri -~4 C )
2 ~~- H 0 0 0 ~~~ ’0 ’ 0 4 ) O c ) ’ C  ~~ 0 I--i ’0 4 J 0 0 ’ti -’-4 ,-4 ~~ 0)
o 4~J ( 1 0 ) ( 1 0 ) 0 ) 0 ) C )  ( 1 0 ) 0 ) 0 )  U~~~~~11 C)

‘0.~~~0~ 0~~~~0) ’T i n  4~) ‘C~~~~C) .-1~~~El ,- 0 )0 4  04 -H I-4 0 I-b I-4 0) ,- 4 O~~~~ I-4~~~~~ 4 I - 4 0 ) 1 - 1-H ,—l (14) Q~— Z O 0 0 ) w 0 ) U ) Q~~~~~(1 1 1 ( 1 .~ 0 c 0 ~~~~~~l 1 1 .~~o c  O .~~~4-4 C ) U )
~~~-‘ Cz.~~ ~~~O 0 ~~~~~(1El

• . . . .
‘-I C’l rn ,—I (‘.1 rn ,—l (‘4

C) 
____________________________  _____________________  ______________

I - _____________ —_________

o 0 I I U)
Z -H (0 I 4) 0 04 (0 1-4 ( 0 > 1
I-f ,—4 ~ --I ~ E c -  (1.-I
O Z (1 I C) U) C~~W 4-~ (0 0 ) 0 4

.1-i 4.’ ~ 0 ) 0  (I • 4) 4) 0 0 4
I-I 4) >i . U) 0 .  0 ) 1 1  ~ U) U) ’O’ U) r-I (1 ‘C0. El 11 I - U ) >1 -.-4 0) ~~ -r-~ -H ‘C C >i .—1.0 —l U) C)

~ 4 ) ’ C  4) ’O ‘0 ‘-4 0 - U ) - H~~~ .—4
2 Z — 4 0  1111 0 ) 1 1  1-1 0) - ‘-4 >1 14~4 Q  (14-4o C~ I - H > 1  0 0 ’  .0 0 4 ,H l-i >i 0 0 -H
—4 0 - H 4 ) 1 -~ 0-H  .C 0 4-4 I 4-i(0 4 ) 1 10 )  -4 I-i • (0 4-) 0 4 ) — 4 C ) 0 I - 4  U)
~~ 2 4) 1 - - i 0 >  . 0 ( 0  4) -H (1~ 4J r—4 > 0 ~~~~~ 0I-f - H ~ 0--b 4) 4) ~ 4.) ~ (1 -H -H 0) ‘~~~ ~ (1 C.)

-H 1-4 H . 0 4- I’—4 0’ (1 4-~ ’C0 > 4  ~D • 0 ~ 0) 0 H O~~ . 0  ~ (1 •
0)~~~~c O  • C)-.~~~~~0 0. - ( 1 V 4 -~ 4 >iCL)

Z 0 1-1 4J -H Q ~ 0 0. >1 I-i 0~~~ U) -4 .-4
-~ 2 0) -H 1-~~0 ’Tj -H 4 ) 0 ) 0~~~ ‘-4 04.0 - -0 ’ 0 - H U) • ‘O > c r ~~ O ,—b •> i Q.. 11 0)
~ H ~~~ C ) Q r~~~q) 4 J ( 1 ( 1 , — 4  ~~~~~~~~ (0~~~ ~~~‘ W I -~~c)0)r-b~~~ -4 I-i
0 ~~ 0 ) 1 - 0 4 4 J , . 4 1 1 5 4 J 04 4) C’-H 0) 0) 0) ) 4 - ) 4 0 ) c~~~~ Q ,0)- H

,-) ~~~~~~0.. - - i o o E 4 ) 0 4  c - H > I - 4~~~~ -H ~~~~4 0 Q .~~~~0) Q., 11 0~.I-b (1~~~~~~~~ O 0 1 1~~ Q I--, -H -H .H 1-, (
~~~0~~~ 04 -~~~i ’-4-4 >

~ ~~ (1U)mZ— IO.0U) O . 0’ C~~~~.—I~~x. Z 0 4~~~~I U D - - I U ) 0 1 1  CL,
O El

. . . . . • S •
>4 0 - (‘-1 (‘1 O’ 01 ~—4 (‘4 .--i (‘4cz~

B
El
‘X 0 0 )  .011~~0 --4 (d O)

4 ) 0  - ‘Co (1-H — U )  1-I •
~~ 04.’  4 . ’ C ) C ( 0
Z 0-H c ’ - O C )
‘-4 ,-4 0) 0 ) 0 0 1 - 4

0 E 1 1  0 0 4
4 ) 0 1  0) 4-3 0) 4) UI -H

Q - H U) > 0 ) 1 - 4 (1
0.0 -4 0)

>4 • .
s—I

L 60

L ~~~~~~~~~~~~~
-
~~~ 

- - -
~~~~~~~  

_



~~~~~ ~~~~~~~~~~~~ 
-

- - --—

periodic intervals. Information dynamically updated will relate
principally to tactical deploymen t and maneuver , an d should  be
compara tively l imi ted in quan ti ty; tha t prov ided  a t per io d ic
intervals will mainly be employed for logistical and administra—
tive purposes and may be greate r in quantity. Thus , ca re f u l
analysis of actual informational needs and judicious development
of reporting procedures can result in precise delineation of the
actual quanti ties of data that must be gathered and that will be
stored in automated suppo rt systems. In a sense , such p rocedures
will serve much the same as pre—p urging , but  in  a way  tha t
insures that specified informa tion always is available . This
will permit accura te determination of that quantity of computer
storage capacity that must be reserved for friendly information .
A c t u a l l y ,  however , only f r i e n d l y  i n f o r m a t i o n  tha t is dy n a m i c a l l y
updated need be kept in the TOS main storage memory. Data
upd a ted p e r i o d i c a l l y  can be held in ha rdcopy  or on s lower  storage
m e m o r y ,  or possibly on tape. When periodic upda tes are received ,
suitable file main tenance of automated files can then be accom-
pl ished us ing m a i n  storage , and o n l y  the a p p r o p r i a t e  su mm a r i e s
either printed out or held in main storage while the data file in
its entirety is returned to a slower storage medium .

Enemy informa tion represents a different problem , how—
ever , since i t  cons t i t u t e s  a n umber  of indef ini te da ta sets  w h i c h
can involve varying deg rees of uncertainty and completeness. In
p a r t , the amorphous  n at u r e  of enemy r e l a t ed in f o r m a t io n r esul ts
from a combination of the low probability that all enemy elements
w i l l  ever be de tec ted and the i r in ten t io ns a c c u r ately de te r m i n e d
by friendly forces; and from the existence of misleading data and
observa tions resulting from misperceptions , e r r o n e o u s  r e p o r t s  or
enemy decep tive measures. Thus , enemy information will consti-
tute the most elastic quantity with which TOS must deal. At one
t ime , TOS may be i n u n dated wi th enemy in f o r m a t io n; at a noth er the
quantity of such information may be ex tremely small. This seems
to sugg est tha t somewha t d i f f e r e n t p u r g i n g  r u l e s  may be requ i red
f o r  enemy i n f o r m a t i o n  when  l a r g e quan tit ies a re ava i l a b l e  as
opposed to when data is scarce , an d th a t  th r o u g h  use  of compu te r
promp t ing te c h n i q u e s  TOS a n a l y s ts m igh t be a ided  in sor t ing l a r g e
da ta volumes.

A v a r i e ty of possi b le methods  e x i s t w h i c h  can be
employed to control and manage the various data that will be pro—
cessed and stored in TOS. In all probability, no s in g le method
for purging can fully mee t all the dynamic needs of such an
opera t iona l  in f o r m a ti on sys tem. W i th th is i n m ind , those princi-
pal methods which appear most appropria te are discussed in gen—
er al terms below. Actual experimentation with various combina-
tions of these methods in an exercise environment should permit
identifi cation of an optimal mix for TOS operations . 
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4.4.1 Prepurging or Elimina tion of Extraneous Information
B e f o r e  E n t r y  In to  A u t o m a t e d  S y s t e m

As discussed in Section 4.3, aggrega tion of selected
data by major subordinate elements and sensor managers reporting
to the TOC can result in substantial reduction of information
storage requ irements. Parameters for aggregation should be based
on accepted doctr inal requirements for tactical decision at the
level involved . Thus , fo r  the Di v i s i o n  TOC , f r i e n d l y  an d enemy
maneuver units would be identified only in battalion sized group—
ing s , and loca tions of command installations need be held onl y
f o r  ba tt a l i o n s, b r i gade , reg imental and division sized units.
Div ision a r t i l l e r y  e lements  conce rned  wi th iden t i f i c a ti on an d
engagement  of in d iv idua l  ta rg e ts by i n d i r e c t f i re  would  p r o v i d e
aggrega te information on fire support only when change of fire
prior ities appeared warranted , when a su m m a r y  of f i re suppor t
r e s u l t s  was des i red , or the use of nuclear weapons con templated .
C o o r d i n a tin g i n f o r m a t io n such as bound ar i e s , fire suppor t coordi-
n a t i o n  l i n e s , etc. would be entered into TOS only for those major
elemen ts of the division under direct division control. Data
would be hel d on a l im ited n u m b e r  of selec ted f r i e n d l y  a nd enemy
eleme nt s such as n u c l e a r  del iv e r y  u n i ts , b r i d g ing elemen ts , air
d e f e n s e  u nit s , etc. in accordance with a Division commander ’s
spec ific desires and guidance. Tracking of minor units should ,
h o w e v e r , be limi ted to those of vital significance to the
Di v i s ion ’s overall missions. Detailed intelligence information
such as o r d e r  of ba t tle , w o u l d  be m a n a g e d  by those in te l l ig e n c e
age nc ies suppo r t ing the Di v i s i o n , and only aggregated information
would be forwarded to the TOC for entry into TOS. This would
occur when such information reached thresholds previously desig-
nated by the Division commander.

P r e p u r g ing can also be employed to eliminate most
information from TOS which relates to activity that falls outside
the  g e o g r a p h i c  a r e a  of the D i v i s i o n  comma nd er ’ s mos t immed i a te
concern (his zone of influence) —— an a r ea s l i g h t ly  wi der than
the Division sec tor and extending 25 to 35 kilometers beyond the
for ward edge of the battle area. In this case , the Division com—
inander is also interested in all enemy battalion sized elements
an d l a rg er , bo th to the  f l a n k s  of h is Di v i s ion and beyond th e
Division zone of influence that could be employed in his opera—
tional area within a time window of 6 to 8 hours. However ,
i n f o r m a t ion on these  e l e m e nt s  need no t be en tered  i n to TOS un t il
they cross the boundary into the division ’s zone  of in f l uence .
This particular technique can be of gr ea tes t use in ha nd l i n g
i n f o r m a t i o n  of f r ie n d l y  f o rc e  sta t u s  and d i spo siti on and r e l a t ing
to coord ination; that norma lly is passed via command communica-
tion ne ts and handled primarily by operations personnel (G—3 and
S—3 Sections) . 
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4 . 4 . 2  Au toma t i c  Purg ing or El im i n a t io n of I n f o r m a t i o n  in
Accordance with Established Crit eria

Removal of information from the TOS data bank can be
accomplished automatically in accordance wi th a number of dif—
ferent parame ters . For example , as d i s cus sed in P a r a g r a p h  4. 3,
informa tion can be moved from main storage memory a given period
of time after an incident or event has terminated or can no

— longer be observed , and e i ther  placed in s lower  storage  med ium
or completely purged; or information pertaining to a given geo-
graphic area might automa tically be removed from the data base if
the area was no longer of concern to Division operations. Such
removal , of course , requires a measure of judgment in the crea-
t ion of a l g o r i thms sui ted fo r  p u r g i n g  da ta no longe r of v a l u e ,
while retaining that which is needed and can continue to be used
for decision at Divis ion level. Another possibility might
involve the elimination of the oldest information or given types
of information from ma in storage when the computer storage capa-
city reaches a given state of fill (i.e., 90% or 95% full).
Again , p r u d e n c e  d i c t a tes tha t such a u t o m a t i c  m e c h a n i s m s  be
designed so tha t information with apparent value to the opera—
tions be re tained . Obviously, an automatic purging system will
be acceptable to users only if they are convinced that elimina-
tion of informdt ion will be accomplished in such a way as to aid
their continued task performance and not destroy or dispose of
informa tion which the system operators or the input agencies have
exerted considerable effo rt to plar~ in the automated system and
which still seems to have value for the tasks at hand. Further ,
the psycholog ical i m p l i ca t ions of r i g i d l y  se t pur g in g c r i te r i a
which users canno t readily adjust are profound . For acceptance ,
local mod ification of algorithms must also be possible to meet
d i f f e r i n g  opera ti ve con di t i o n s , in d i v i d u a l  pe rcep ti ons a nd com ba t
environmen ts. Automatic purging can be employed for both enemy
and friendly informa tion handled principally by intelli gence  and
operations personnel (G—2 and G—3 Sections) . In the case of
enemy i n f o r m a t ion , howev er , s ince  the combat  i n f o r m a ti on en tered
into TOS may be requ ired later for intelligence production at
Division level and above , G-2 rela ted or created information can
be mig rated to auxiliary storage (tape) for future use as needed ,
with copies of the tapes passed to interes ted higher headquar-
ters.

4 . 4 . 3  S e l e c t i v e  P u r g ing of Da ta Based Upon Su b s t a n ti ve V a l u e s
Ass igne d ~~ Opera tors  as Inpu t Agen ts when Da ta is
Entered into System

C r i t e r i a  ca n be es ta b l i s h e d  fo r  coded iden t i f i c a t ion of
infor mation at the time of entry into an automated system. As an
example , da ta could be classified by analysts at the TOC into
c a t e g o r i e s  r e f l e c ti ng j udgm en t as to the l i k e l y  v a l u e  of a g i ven
piece of information , and the probable period of time or the con—
dt tions under which this inform ation would retain such a value.
When the iden ti f i e d  p e r i o d  of t ime has  passe d , or when co nd i ti ons



~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
~~~~~~~~~~

associated with assigned value have changed , or when acquisitio n
of more information migh t dictate , stored i n f o r m at i o n  could be
purged in aggrega te lots upo n operator initiativ e. Such might be
achieved by eliminating an entire category or classification , or
by el iminating items selectively from a specific category. A
large number of such schemes are possible. All , however , r e q u i r e
involvemen t of the system operators , demand exe rcise of j u dgmen t
on the par t of those inserting or purging information , and tend
to be more time consuming than fully automated purging methods.
As with au tomatic purging discussed previously, information being
removed f rom the sys tem can be placed on a ux il i a r y  s to rag e med i um
although it is mor e  l i k e l y  tha t i n f o r m a t ion be ing  selec t i v e l y
purged would be destroyed rather than saved . Thus , tho ug h such
techniques can be employed by both intelligence and operations
personnel (G—2 and G—3) applicability appears most likely for
i n f o r m a t ion that  r e la tes to ac t iv i ty tha t oc cu r s or is p l a n n e d
within a specific timeframe such as friendly patrol activity ,
friendly aerial or ground reconnaissan ce , u n i t  d i s p l a c e m e n t , sup-
ply point c losu re , etc.

4.4.4 Purging of Data 
~
y Means of Updati~~ or F i le

Maintenance Procedures

Whenever  d a t a  is s u p p l a n t e d  by new o r more  c u r r e n t
i n f o r m a t i o n  re la ted to a g i v e n  i nc i d e n t , an ac tivity, physical
presence , etc. the data that is being supplanted can be automati-
cally purged from curren t holdings. This is a normal procedure
used in u p d a t i n g  ba tch d a t a  p rocess ing appl ica ti ons tha t can a lso
be adapted for TOS. Thus , when the loca t ion of a f r iend ly  o r
enemy bat ta l i o n  changes  the n ew locat ion fo r  t h a t  u n i t  wou ld  be
entered in to the data base automatically supplanting the old.
This  can be accompl i shed  in such a way so as e it her  to re ta in
what is removed by placing da ta being supplanted on slower
storage medium or to eliminate it completely. Such procedures
are  mos t eas i l y  employe d w it h f o r m a tted messages  w h e r e  d a ta is
f i l e d  in fixed fields , and o n l y  s p e c i f i c  i tems of i n f o r m a ti on a r e
changed r a t h e r  t h a n  the  e n t i re  f i l e  or m e s s a g e .  However , t h r o u g h
c a r e f u l  de s ign  of inpu t message or d a ta f o r m a t prope r i ndex i ng
can permit replacement or p u r g i n g  of one e n t i r e  message  b y
a n o t h e r , i f  d e s i r e d . T h i s  a ut o m a t i c  r e p l a c e m e n t  t h r o u g h  use of
f i l e  m a i n tenance  proce d u res is p a r t i c u l a r l y  s u i t a b l e  f o r  i n f o r m a -
tion that is updated at stated periodic intervals such as person-
nel and equipmen t status records (G—l and G— 4) . With this type
of record the file maintenance process is normally performed at
given intervals. However , if the information is continuously
retai ned in main storage such update can be performed dynamically
wheneve r new i n f o rm a t i o n  is r e c e i v e d . Thu s, such au toma t ic
replacement could be employed to handle intelligence and opera-
tions data as well (G—2 and G—3)
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4.4.5 Analyst Purging on a Selective Basis

A variety of procedures can also be adapted to facili-
tate analyst reduction of data holding s on a selective basis.
Given specific types of data , holding s might be reexamined by
analys ts p e r i o d i c a l l y  and a dec i s ion  made in each case re g a r d i n g
whether the informa tion in question should be retained , moved to
a slower storage medium or completely purged . If in message for-
mat , such i n f o r m a t i o n  could be d i sp l ayed upon a v i e w i n g  dev ice
(cathode ray tube , p l a smasc reen , or the l i k e ) f o r  easy  v iew i n g ,
and then disposed of as deemed appropriate by the  a n a l y s t .

Ac tua l  pu rg ing migh t be performed by all parties who
have devices with access to the data base , or such activity might
be restricted to specified individuals. Analyst purg ing of
information relating to unit locations , movement , etc • can be
accomplished compara tively easily if such information is elec—
tronically displayed using symbol represe ntations on an elec-
tronic viewing device , where the activity, unit , etc. is por-
trayed on a scaled representa tion of the battle area. In such a
case , the  a n a l y s t  can v iew the  in f o r m a ti on , determine whether or
not the data should be retained and then using either keyed
i n s t r u c t ions , a “ligh t pen ” , a touch pane l , etc., eliminate the
specific informa tion that is no longer desired . Such dynamic
displ ay of tac tical information superimposed over a map represen-
tation appears to offer an ideal mechanism for comparing observ-
able even ts quickly with the planned conduct of the battle.
These te c h n i q u e s  a re  su it able fo r  use by a l l  agenc ies or sta f f
person nel normally placing information into TOS and/or using
informa tion being processed by that automated system (G—l , G—2 ,
G—3 and G—4)

4.4.6 Purging Based Upon Frequ ency of Information Use

A logical case can be made that information placed in
an a u t o m a t e d  s y s t e m  to s up p o r t  o p e r a t i o n s  is s u p e r f l u o u s  to
immediate needs i f no r e f e r ence is ma d e to th i s  i n f o rma ti on .
Accor d i n g l y ,  such da ta mi gh t be el im i n a ted f r om a da ta base af te r
a perioc. of t ime  when  i t  appea r s  t h a t  no use has  been m a d e  of t h e
i n f o r m a t i o n .  T h i s  can be a c c o m p l i s h e d  automatically after a
given period of time , or can be done on analyst command after
passage of some temporal lim it. In either case , the informat ion
system mus t be so structured as to record each reference made to
the d a t a  h o l d i n g  in ques ti on so th a t  in~ ormation referenced fre-
q u e n t l y  can be re ad i ly iden t i f i e d  and sepa r a ted f r o m  tha t wh ich
receives li ttle or no use . Since completely automatic purging
based so le ly  on u se may no t be r e a d i l y acce p t a b l e  to a n a l y s ts ,
p r o v i s i o n  can be ma de f o r  t h e m  to v i e w the inf o rma t ion tha t has
had little , i f  any ,  use before it is dumped from the data base.
This te c h n i q u e  ca n a l so  be employe d by a n y  a n a l y s ts who h a v e
access to TOS and are inputin g data or using data in the system
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(G—l , G— 2 , G—3 and G—4). As with all the techniques discussed in
this section , particular application will be a function both of
system design and configuration and conceptual use.

4.4.7 Purging to Protected Informational Content

Some mention must be made of the unique requirement to
be able arbitrarily to remove all information in the TOS system
and destroy the data in event of an emergency. Such an
expediency would not be employed to manage the volume of informa-
tion , but as a safety device to insure- that information held in
the automated system could be physically disposed of quickly in
order to prevent the information from falling into an opponent’ s
hands when capture of the TOC appeared imminent. This is essen-
tially a procedural matte r , but one that deserves consideration.
In any case, this type of purging would normally be accomplished
only on command . Short of the ability to remove the data hold-
ings, the automated storage devices could , of cou r se , be physi-
cally destroyed with explosives or incendiary devices.
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Chapter  5

METHODS FOR EVALUATING PURGE PROCEDURES

To select appropria te methods for evaluating purge
technological innovations it is first necessary to establish cer-
tain cri teria which such methods must satisfy. These criteria
are the subject of Section 5.1. Section 5.2 presents a review of
trad itional methods which have been used to assess the relative
and absolute meri ts of technological innovations. These methods
are then critiqued in Section 5.3 in light of the fundamental
cri teria established in Section 5.1. Section 5.4 concludes the
chapter with recommendations for evalua tion methods to be util-
ized in the further study of purge alternatives.

It should be emphasized that- the evaluation methods
described here are primarily concerned with t h e  selection of a
purge algorithm for implementation or possibly for full scale
testing . These methods rely on concepts of efficiency and
requi re as i n p u t  cer ta in  i n f o r m a t ion p e r t a i n ing to b e n e f i t s ,
costs or utility. Their heritage is in the literature of econom—
ics and operations research. As such , t he  me tho d s of th i s
chapter are not to be confused with methods for evaluating ongo-
ing applications which have been descri bed in the psycholog i cal
literature. The la tter emphasize protocol for gathering informa—
tion necessary to perform evaluations and tend to stress institu-
tional and behavioral factors. Presumably the information needed
to e s t a b l i s h  the e f f i c i e n c y  of a g iven p u r g e  a l t e r n a t ive is
already available before the me thods of this chapter are applied .
When new or conflicting information is uncovered by the evalua—
tion of an ongoing applica tion , its effect on the rank ordering
of al te r n a t i v e s  as d e t e r m i n e d  b y the  me thods of th i s  chap te r
should be investigated . -

Because of the na ture of this chapter it is useful to
introduce a model of purge operat ion which is somewhat more
detailed than that discussed in preceding chapters. This model
is depicted in the flow diagram of Figure 5—1. Although largely
self—explanatory, e lemen ts of th i s  mode l  w ill be d i s c u s s ed in
detail in the sections which follow.

5.1 CRITERIA FOR SELECTING AN EVALUATION METHOD

The entire concep t of purg ing  da ta is p r e d i c ated on the
belief that certain types of information are more important t h a n
o t h e r  types , and that these more important types of data can , in
f ac t , be identified. it is convenient to refer to this point of
view as the “concept of essential information ” . It may be said
that one criterion a purge evaluation method must satisf y is that
it be compatible with a reliable approach f o r  de f i n i n g  essent ial
i n f o r m a t ion .
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Any evaluation method w ill r e q u i r e  t h a t  c e r t a i n  i n f o r —
mation be input to it. A method which requires input data which
does not exist or canno t be obtained is useless. Thus , a second
general cr iterion for purge evaluation methods is a requirement
that importan t data necessary to the application of a given
method be readily available.

Typically, any evaluation method will characterize ——
either implicitly or explicitly —— the best alternative as that
which maximizes some objective func tion , i.e., gives the highes t
value of some measure of system performance. Thus , a third cri—
ten on which an evalua tion method must satisfy is tha t of pos-
sessing both impli cit and explicit system performance measures ,
or objectives, which accurately reflect the objectives of system
users.

Moreover , it is very likely that multiple objectives
for the operation of a purge system will exist; this phenomenon
is a direct result of the fac t th a t  d i f f e r e n t user g r o u p s , in
particular different mili tary command -levels and functional ele-
men ts will specify different objectives for the operation of a
purge system . Because of such factionalism , a fully state—of—
the—art evalua tion procedure ought to be able to address multi ple
system objectives.

5.2 METHODS FOR EVALUATING TECHNOLOGICAL INNOVATIONS

Five traditional me tho ds f o r  e v a l ua t ing t e c h n o l o g i c a l
innovations have been selected for review. These are:

TYPE 1. Benefit—cost analysis;

TYPE 2. Cost—effec tiveness analysis;

TYPE 3. Decision analysis ;

TYPE 4. Multiattrib u te analysis; and

TYPE 5. Multiobjective an alysis.

These methods were selected because of their widespread
use in all types of technology evaluations. Moreover, the
evaluat ion approaches chosen provide a natural typology for
evaluation techniques in general. Table 5—1 presents such a
typology ; mov em en t down the tab le cor re spo nds to i n c r e a s i n g
sophistication , e.g., th e add i t ion of r isk , n o n l i n e a r  u t il ity , or
some o t h e r  e l e m e n t  not  c o n s i d e r e d  in lower order eval uation
methods. A table similar to this was first suggested by de Neuf—
ville and Marks . t

1 de N e u f v i l l e , R . a n d M a r k s , D. ~~~ems Planning and Desi gn En—glewood C l i f fs, New Jersey: Prentice—Hall , 1974.
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5.2.1 TYPE 1: Benefit—Cost Anal ysis

The li terature on benefit—cost analysis is enormous.
Space does not permit and necessity does not warrant a comprehen-
sive review of that literature. It will suffice to highlight the
more significant assumptions which go into the method .

As in d i c a t e d  in  Table 5—1 , traditional benefit—cost
a n a l y s i s  proceed s f r o m  the f o l lo w i n g  assump t ions :

• the  v a l u e  of any  b e n e f i t  is a s s u m e d  to be pi o p o r t i o n a l
to the a m o u n t  of t h a t  b e n e f i t .  Tha t  is , if a techno-
logical  innova t ion saves 10 m an h o u r s , the v a l u e  of
that savings (benefit) is t w i c e  t h a t  of an alternative
innova tion which saves 5 man hours;

• notions of probability need not be incorporated expli-
citly and it is appropriate to use expected values ;

• t h e r e  is  but one dimension to benefits and costs. That
is , al l  the  s e v e r a l  d i m e n s i o n s  of b e n e f i ts a nd cos ts
may be co l l apsed an d m e a s u r e d as one d i m e n s i o n  or
a t t r i b u t e .  That  m e a s u r e  is  t y p i c a l l y  t a k e n  to be
m o n e y .  A b e n e f i t  or cost  w h i c h  is not  r e d u c i b l e  to
m o n e t a r y  terms  is no t cons id e re d; and

• there is but one decisionmaker. That is , a l l  p a r ti es
to the decision of whether to implement a particular
technological innovation are agreed upon a single cri—
ten on f o r  e v a l u a t i o n , or o b j e c t i v e .  The o b j e c t i v e  is
t y p i c a l l y  the m a x i m i z ati on of net be nef it s , without
regard to which parties they accrue.

Benefi t—cost analysis is performed according to an
ext remely simple paradigm: benefits and costs for each time
pe r io d o f i n t e r e s t a r e  rec k on ed in  te r m s  o f a common n u m e r a i r e
f o r  some base  t i m e  p e r i o d  and c o m p a r e d .  T h e r e  a r e  a v a r i e t y  of
m e t h o d s  o f c o m p a r i s o n , a l l  of w h i c h  a r e  c o n c e r n e d , in  one  f a s h i o n
or a n o t h e r , w i t h  w h e t h e r  t h e re  is a n exc ess of to tal b e n e f i ts f o r
a l l  t i m e  p e r i o d s  ov e r  t o t a l  cost s f or  a l l  time periods. Clearly,
s u c h  a p a r a d i g m  r .~q u i r e s  t h a t  one be a b l e  to e x p r e s s  t he  v a l u e  of
a k n o w n  a m o u n t  of  b e n e f i t s  in  a f u tu r e  t i m e  pe r iod i n te rms  of
the numerair e durir .~ the chosen base time period. This is accom-
plished by introducing the concept of a discount rate. A
d i scoun t ra te i (ass um ing mo ney as d nu m e ra i re  a nd t he  y e a r  as an
increment of tim r~) is an expression that $(l+i) a year from today
has the same value as $1 today.

A pr inciple issue involved in the conduct of benefit—
cost analys is according to the paradigm described above is that
of sel ecting an appropriate discount rate. The discount rate is
typically given in terms of a percent per year , and as stated 
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p r e v i o u s l y ,  is the  m e a s u r e  by w h i c h  i t  is poss ib l e  to compare
different benefits and costs in the time stream. As such its
value is of critical importance. A discount rate which is lower
than appropria te will frequently lead to the overestimation of
net benef its; a rate which is too high may lead to underestima-
tion.

Criteria for establishing the appropriate discount rate
have not been agreed upon. However , a w i d e l y  accep ted p r i n c iple
for determining such rates is the “opportunity cost principle ” .
The so—called “opportunity rate of discount” is that rate of
growth which funds wauld exhibit if used in the “bes t alterna-
tive ” beside the innovation being considered. In this defini-
t ion , “best. alternative ” is subject to a variety of interpreta-
tions , bu t is frequently taken to mean investment in the private
sector. A more complete discussion of the various schools of
t h o u9h t  on t he  sub~~ec t  of selecting an appropriate discount rate
is given by Friesz. - Depar tmen t of Def ense pol icy conce r n ing the
selec tion of a discount rate is described in DOD Instruction No.
7O4l.3.~

Once the discount rate is decided upon , it i~ necessary
to selec t an a p p r o p r i a te r a n k i n g m e a s u r e , i.e., a criterio n for
determining feasibili ty and ranking alternative innovations. The
l i t e r a tu re commonly  r e f e r s to such r a n k i n g  measu r es as inves tmen t
c r i t e r i a, for they serve as indicators of wh ether a given innova-
tion is feasible and of that innovation ’s likely per forrrance
relative to other innovations. In the benefit—~ ost literature ,
the most common investment criterion is that of ‘naximizing the
present value of ne t benefits (that is , selec t i ng the in nova t ion
wi th the highest such value). This criterion may be expressed in
at least four equivalent ways provided the following are true4

• al ternative innovations are not interdependent or mutu-
ally exclusive ;

• planning horizons for all alte rnatives are coincident;
and

• no constraints of a budgetary or other nature exist.

2 Fr ie s z, T.L. “Discoun t Rates for the Benefit—Cost Ana ’ys i s  of
Public Projec ts” . Science Applications , Inc. Report No.
SAI—76— 550—WA , 1976.

— - . Economic Analysis and Program Evaluation for
— Resource Management. Department of Defense Instruction No.

7041 .3 , Octobe r 18 , 1972.
Prest , A. R. and R. Turvey. Cost-Benefit Analysis: A Survey,

in Surveys of Economic Theo~~ , Vol. III. New York: St.
M a r t i n ’ s Press , 1966.
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If these requirements are met , the single criterion of
maximizin g the present value of net benefits may be expressed in
the following equivalent fashions:

• select the project with the highest present value of
benefits less the present value of costs , provided such
d i f f e r e n c e  is posi tive ;

• select the project with the highest ratio of present
value of benef its to present value of costs , provided
such ra t io is gr ea ter t h a n  u n i ty ;

• select the project whose constant annuity with the same
present value as benefits most exceeds the constant
a n n u i ty (of the  same d u r a tion) w i th the same p r e s e n t
value as costs; and

• select the project with the highest internal rate of
r e t u rn above the approp ri a te ra te of d i scoun t f o r
annual compounding .

A more complete discussion of investment criteria is given by
Fniesz .~~~

The procedure of benefi t cost—analysis then is to
evaluate alternative innovations according to one of the criteria
of Table 5—2; the innovation which gives the highest criterion
va lue  is j u d ged “bes t” .

As has already been noted , a major stumbling block in
the applica tion of benefit—cost analysis , as it has  been
desc r ibed  h ere , is the d i f f icul ty tha t ex ists in est im at i n g  the
dollar benefits of alternative innovations. Generally speaking .
t h e  b e n e f i ts f r o m  a t e c h n o l o g ic al adv an ce are  most  na tu r a l l y
measured  in ~. n um ber of d iv e r se un i t s , e.g., t ime saved ,
i nc reased  re l iab i l i ty ,  be tte r user  acc ep tance , etc. If benefit—
tost analysis is to be utilized these non—dollar benefits must be
translated into dollar terms. This is the so-called problem of
the s i ng l e  nume r a i r e  m e n t i o n e d  in Table  5— 1 f o r  TYPE 1 eval ua t ion
methods. Such teduction to dollar terms may not always be possi-
ble without making severe assumptions.

In sum m a r y ,  i t m ay be no ted tha t as a TYP E 1 e v a l u a ti on
methodology benefi t-cost analysis is hampered by weaknesses on
several major fronts: it assumes a single numera~ re ex ists (dol-
l a r s ) ; es tim a ti on of the d i s c o u n t r at e is subjec t  to con t r ov~~rsy;the determination of benefits is at best difficult; if budget

~ Fr i e sz , T.L. “ Investment Criteri a for the Benefit—Cost Analysis -;
of Public Projects ” . Science Applications , Inc. Report No.
SA I—76—55 1—WA , 1976.
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constraints exist or if the innovations considered are inter-
dependent , spcc- ial investment criteria must be developed ; the
value” of an innovation is assumed to be proportional to its
amount; and probabilistic considerations are not taken into
account.

5.2.2 TYPE 2: Cost—Effectiveness Analysis

The terminology “cost—effectiveness analysis ” is widely
used to describe virtually any form of analysis that considers
the costs and performance associated with a technological inriova—
tion. Here the terminology will have a much more explicit mean-
ing :

Cost—effectiveness analysis refers to the
evalua tion of technological innovations by
measuring costs in terms of dollars and
effectiveness (or performance) in terms of a
multiattribute utility function. The innova—
tion , then , which provides the greatest util—
ity per dollar expended is the most attrac-
tive.

Quite clearly, in order to perform an analysis of this
type it is necessary to be able to estimate the multi attribute
utility function described above. A rnultiat tribute utility func-
tion may be described symbolically as:

U~ = f(x 1, x2 , .•. xn ; t), (1)

where the Xj are attributes or variables describi rt9 a technologi-
cal innovation and t is an index denoting the tth year. Given
values for the variables X 1, equation (1) provides a number
lescribing the utility of a particular innovation. Since each
innovation in general will be characterized by different values
for the attributes Xj , each innovation will possess a different
utility .

Furthermore , each set of values for the attributes
(x ,x x ) will represent a particular cost; hence the cost
in year t, denoted by C , of any innovation may be determined
from a relationshi p of the form

= g (x1, x2 x0; t). (2)

Relationship (2) is essentially a parametric cost equation simi—
lar to those one would develop in the param etric cost analysis of
a given technology.
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similar to those one would develop in the parametric cost
analysis of a given technology.

A measure of the cost—effectiveness of a given innova—
— tion in year t is obtained by taking the ratio

____ — 

f(x1, x2.. . . X;  t) (3)
C~ 

— 
g(x1~ X

2
.. . .X~~~; t)

This ratio may be interpreted as an approximation of the marginal
utility with respect to total cost of the innovation of interest.
A measure of cost—effectiveness over a planning horizon of T
years must involve some form of discounting as was encountered in
the TYPE 1 benefit—cost evaluation methodology. If i is an
appropriate discount rate , then a criterion for ranking innova—
tions according to their cost—effectiveness is:

U1 U2 U
+ 2 + + n

(1+1) (1+i) (1~~~ ) fl

r = (4)
C C C
1 

+ 
2 + +

(l+i) (l+i)
2

The innovation with the highest value of r as
expressed by (4) would be judged the most cost—effective. Note ,
however , that unlike benefit—cost analysis this approach does not
provide any feasibility criterion. That is , in benefit—cost
analysis , if the ratio of benefits to costs (see Table 5—2) is
greater than unity a project is feasible (but not necessarily
optimal); no parallel criterion exists for the cost—effectiveness
measure F given by (4). The lack of such a criterion is a seri-
ous handicap; it means that one may be able to select the optimal
innovation from among a set of innovations , but , paradoxically
will not be able to determine whether that optimal innovation is
feasible.
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5.2.3 TYPE 3: Decision Analysis

The process of decision analysis is conceptually sim-
ple. First , all possible sequences of decisions are laid out.
Since there can be several choices at any state , and since each
choice may branch into several consequences , it is common to
speak of this representation as the decision tree. Second , all
possible outcomes are indicated together with the apriori proba-
bility of occurrence. Next , the utility function of the
decisionmaker is assessed , and the utility or real value of each
outcome is calculatcd . Finally, the optimal choice at each
stage, arid thus the optimal sequence of choices , is calculated on
the basis of maximizing the expected value of utility .

A critical element of decision analysis evaluation
approaches is that they employ procedures to quantify an
individual’ s utility . Typically, these utilities are of a single
attribute nature and depend solely on the amount of money real-
ized from a particula r action. Often rather than go to the trou—
ble of articulating a utility function , some analysts use the
expected dollar value of al ternatives as a ranking measure.

To illustrate a single attribute utility measure , con-
sider

tJ (x) = 1 — eAX , (5)

where x represents the monetary value of an outcome and X is a
measure of risk aversion. Expression (5) is a common utility
measure which has been found to fit a wide range of individuals
when faced with lottery decisions which have the same selling and
buying price for entrance.6 It should also be mentioned that when
expected dollar value is used as a ranking measure one has impli—
citly assumed a u tility function of the form ( 3 ( x )  = x where x is
the net dollar value of a given outcome .

The appl ica ti on of dec i s ion  anal ysis to the evaluation
of purge alternatives is perhaps best illustrated by an example.
Suppose in a given military env ironment one is faced with the
decision of whether to purge information. For the sake of sim-
plicity assume there are only two purge techniques of interest
and that no new data will be input or requested during the time
period being considered. Thus , at the outset one must choose
from among three courses of action:

6 Raiffa , H. Decision Analysis: Introductory Lectures on
Choices under Uncer tàTh~~~. Readirig~ Addison-Wesley, 1970.
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• do not purge  —- denoted by e0;

• purge using technique 1 —— denoted by e1; and

• purge using technique 2 —— denoted by e2.

Each purge decision will lead to an environment in
which certain chance events may take place. For this example
assume that the first such set of events to occur following the
initial purge decision is described by:

• no encounter with enemy forces —— denoted by f0;

• encounter with enemy forces and required information is
available in ready storage —— deno ted  by f 1 ; and

• encounter with enemy forces and required informa tion is
not available in read y storage — —  denoted by f2.

The probabilities tha t each of these events will occur differs ,
of course , accord ing  to wh ich p u r g e  al te r n a t i v e  was i n i t i a l l y
selected . Let Pij denote the probability of encountering chance
even t fj when purge alternative ej was selected .

C l e a r l y ,  if no enemy fo rces  a re  encoun tered then there
is no question of whether the outcome was a success. For other
type s of e n c o u n t e r s  (f 1 and f 2 ) there is a probability qk~, 

t h a t
encoun ter k will lead to outcome ~~ . where the outcomes are
comprised of the following set:

• no encounter —— denoted by r0;

• successful encounter ——denoted by r 1;

• encounter was a failure —— denoted by r 2; and

• encounter was a draw —— denoted by r 3.

If one introduces the quantities V1.0 , V1.1 , Vr2 and V1.3 to refer
to the net cost in dollars (taking into account the initial costs
for each purge approach ) of the respective outcomes r0 , r1 , r2
and r 3 , then the simple decision tree of Figure 5—2 may be con-
structed . This figure describes all combinations of purge alter-
natives and chance events. The expected cost of each individual
outcome is computed by multi plying the appropriate “encounter
probability ” p1,4 by the appropriate “outcome probability ” ~~~~t h i s  prod uct is ’4in turn multiplied by the appropriate outcome
cost to determine the expected outcome cost. Expected outcome
costs are added for each purge alternative to get the expected
net costs described in Figure 5—2. The alternati ye with the
lowest expected net cost is the most desirable.
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Decision analysis as outlined here clearly requires
that either all outcomes be apriori in one dimension or that they
be translated into one dimension . This is again the problem of
the single numeraire encountered in benefit—cost analysis. As an
evaluation method , decision anal”sis does overcome the linearity
restriction of benefit—cost analysis , yet it is still of a single
attribute nature and involves only a single objective , namely
maximizing the expected value of utility. A further limitation
of the me thod is the fact that it relies on subjective probabili—
ties ar ticulated by knowledgeable “e x p e r t s ” . This subjec tivity
is felt by some to invalidate the entire method. Such critics ,
however , fail to recognize that other evaluation methods also
involve subjective judgments; these subjective characteristics
are perhaps no t as explicit as the probability estimation task of
decision analysis. As a case in point, benefit—cos t analysis
makes the subjective judgment that maximizing net economic bene—
fits is the “cor rec t ” criteria for evalua ting technological irmo—
vations. Moreover , as typically practiced , benef it—cost analysis
subjectively assumes that all benefits , no ma tter to whom they
accrue , ought to be weighted identically. The essential point is
that all traditional evaluation methods involve subjectivity in
one form or the other.

5.2.4 TYPE 4: Mul tiattribute Anal ys is

In many  c i r c u m s tances , it is i-tot at all clear how the
mul tiple consequences of a given choice are to be compared; that
is , a common numeraire does not ex ist which is meaningful to the
situation. What , f o r  example , would be the most satisfactory way
to compa re the several dimensions of a proposed purge technologi—
cal innova tion: capital cost , l i v e s  saved on the ba tt l e f i e l d ,
user acceptance , etc.? There is no d o u b t , as e v e r y d a y  e x p e r i e n c e
i l l u s t r ates , tha t human beings integrate such multiple attributes
descri bing outcomes influenced by a given innovation and make
choices between alternative innovations. Extensive psycholog ical
lite rature exists to verify that indi”iduals integrate multiple
attributes in their decisionmaking ; this literature is reviewed
in detail in Friesz and Skiscim .7 Moreover , Friesz and Skiscim
have cond~ic ted a study’ which verifies that multiple attribute
informa tion integration occurs for field grade Army officers in
comba t situit ion s . They were able to estimate the utility of
part icular battlefield outcomes as a function of 14 attributes
describing status of forces.

‘ Friesz , T.L. and Skiscim , C. “A Metric for Evaluating Human
Decisionmak ing Performance ” . Science Applications , Inc. Report
No. SAI—77—698—WA , 1977.
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Although the work of Friesz and Skiscim resulted in a
linear utility function , ntultiat tribute evaluations in general
attempt to account for the nonlinear , nona ddi ti ve na tu r e  of an
i n d i v i d u a l  or a g r o u p ’s utility. Once a multiattribu te utility
f u n c t i o n  is ob tained th r o u g h  sta ti stical in f e rence , it may be
used in the evaluation process just like a single—attribute util—
ity function is used in traditional decision analysis. Thus , one
may speak of multia ttribute decision analysis , or , as it is
termed here , simply multiattribu te analysis.

Recall that the framework of decision analysis , w h e t h e r
s ing le or mul t i a tt r ibu te , provides a powerful extension over the
TYPE 1 and TYPE 2 evalua tion methodologies in that it explicitly
and systematically accoun ts for risk. Because decision analysis
by its very nature focuses on the preferences of the individual ,
it is best suited for those situations in which the individual
makes  choices , i.e., for which the ind ividual is the decision—
maker. By ex tension , decision analysis may be applied to situa-
tions in which the individual is a representative member of some
homogertous , like—minded group. Consequen tly, decision analysis
is not appropriate for sit uations in which individuals are in
conflic t. Said differently, unless  g roup  consensus  r e g a r d i n g  an
a p p r o p r i a t e  s i n g l e  or m u l t i a t t r i bu te  u t i l i t y  m e a s u r e  ex ists ,
decision analysis appears  i n a p p r o p r i a te .

5.2.5 TYPE 5: Multiobjective Analysis

The techn iques  of mu l t i o b j e ct i v e  a n a l y s i s  a r e  the most
recent to enter the process of implementation. These procedures
attempt to lay ou t explicitly the preferences of the conflicting
groups  concerned  w ith a g i v e n  t e c h n o l o g i c a l  i nnova ti on f o r  a l l
sets of possible consequences. In this way, these techniques
strive to allow the analyst to estimate what choices are prefer-
able to seve r al g roups , and how diffe rences might be resolved.
The u n i que , bu t almost transparently necessary, fea ture of mul—
tiobjec tive analysis is that it articulates all initial objec-
tives and a l l  consequences  of any  dec is ion wi th respec t to the
interest groups included in the model description. Theoretically
any finite number of interests may be handled by mult iobjective
analysis , which is based on extensions of the more commonly known
single objective techniques of mathematic al programming.

In its simplest form the process of multiob jective
analys is involves two analytical stages. First the maximum lev-
els ~~ a t t a i n m e nt a long  the seve r al d i m e n s i o n s  or a tt r i b u tes of
the consequences are calculated . This defines what is known as
the transforma tion curve (or surface). Second , the  a n a l ys t is
supposed to desc ri be the  isou t i li ty~ cu r v es tha t c h a r a c te r i z e
indifference of the several parties involve d in the decision or
evalu ation. These two stages are combined by seeking the points
of tangency of isoutilit y curves with the transformation curve

8 Note that isouti lity curves are merely plots of constant utili-
ty for a particular decisionmak er.
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evaluation. These two stages are combined by seeking the points
of tangency of isoutility curves with the transformation curve
(also frequently called the trade—off curve) - These points are
the respective optima for each interest group . One then seeks a
value of the project attributes representing a point on the
transformation curve which comes as close to achieving the ind i-
vidual optima as possible. The process is reflected in Figure
5—3 for a two objective problem involving maximization of dollar
sav ings and the max imization of information completeness. This
technique is discussed in detail by Marglin. 9

Transformation curves are difficult to specify and it
is desirable to have a reliable , systematic technique for con-
structing such curves. Multiobjective linear prog r amming pro-
vides a techn ique for genera ting transformation curves which is
useful in a wide variety of circumstances. This alternEtive is
described in detail in Appendix D. Suffice it to say that mul—
tiobjec tive linear programming stands on a sound mathematical
founda tion and may be applied to the multiobjective analysis of
a l t e r n a t ive i n n o v a tions , p r o v i d e d  g r o u p  u ti l i ty f u n c ti ons a re
linear. The lineari ty of such utilit y functions for field grade
Army o f f i c e rs in com ba t s i t u a t ions has  been demons tr ated by
Fr i e s z and S k i s c i m ;  i t  is not  u n r e a s o n a b l e  to expect  such  l i n e a r -
ity to be exhibited for other command levels across all the mili-
tary services. If this is the case , mul tiobjective linear pro—
gramr~in g represents a powerful analytical tool for the e~~a l u a t ion
of alternative purge (as well as other military) technological
innovatio ns.

Mul tiobjective analysis , t hen , r e p r e s e n t s  a r a d i c a l
depa rture from the previous evaluation methods for it assumes
con f l i c t  an d see ks the s i m u l taneous  m a x i m i z a ti on of each g roup ’ s
utility function. As such , it does not attempt to impose or
prescribe technological solutions , but rather to articulate in an
expl icit fashion all the trade-offs involved in any decision to
impleme nt a particular technological innovation.

5.3 CRITIQUE OF EVALUATION METHODS

This section will present a very succinct criti que of
the evaluation method ologies presented in the previous section.
The criteria followed in this critique will be primarily those
set forth in Section 5.1. It will be recalled that those cri-
teria are:

CRITERION 1. Compatibility with a reliable
a p p r o a c h  f o r  d e f i n i n g  e s s e n t i a l
inform ation.

~ Marglin , S. Public Investment Criteria. Cambridge: MIT
Press , 1966.
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CRITERION 2. Availability of requisite data.

CRITERION 3. Appropriatenes s of objective(s)
or system performance measure(s)

It will turn out that a critique of the five basic methodologies
will require that most of the issues in Table 5—1 be discussed in
one fashion or another.

In Section 5.2, it was seen that each evaluation method
depende d fo r  i ts app l ica tion on knowled ge of att r i b u tes ; some
methods such as benefit—cost -analysis and decision analysis util-
ized only a single attribute while other methods utilized multi—
ple attributes. It is extremely important to understand that
there are two general classes of attributes:

CLASS 1: A t t r i b u tes per ta i n i n g  to ou tcomes
or consequences. For convenience ,
cal l  these  “status of f o r c e s
v a r i a bl es ” .

CLASS 2: Attributes pertaining to the amounts
of different types of information
affec ting outcomes. For convenience ,
call these “information variables ” .

Recall that both decision analysis and multiattribute
a n a l y s i s  a r e  c o n c e r n ed w i t h  c o n s e q u e n c e s  or  o u t c o m e s ;  d e c i s i o n
trees must be built which reflect whether certain purge pro—
cedures are in e f f e c t .  D i f f e r e n t  o u t c o m e s  w i l l  ge ne ra l l y  be
rea l i ze d accord ing  to wh ich p u r g e  procedu r e i s opera tive ; it is
the expec ted u ti l i ty of these ou tcomes tha t bo th d e c i s i o n
analysis and mul tiattribute analysis regard as a measure of per-
formance of a pu rge procedure. In a military context , such “ou t-
come util ities ” w i ll  be f u n c t i ona l l y depe nde nt on v a r i a b l e s
describing the sta-tus of forces.

The situation is somewhat different with benefit—cost ,
cost—effectiveness and multiobjective analysis. In any of these
me thods , benefits or utilities , as is appropr ia te , may be couched
in t e rms  of ei ther  sta tu s of f o r c e s va ria bles or in te rms  of
information variables.

Construction and implementation of a purge algorithm
r e q u i r e s  tha t one be able to determine what p i e c e s  of i n f o r m a t i o n
are essent ial. As will be seen in the n e x t  s e c t i o n , this deter-
m i n a t ion requ ir es an em p i r ical s t u d y  of each m i l i ta r y  command
enviro nment for which a purge algorithm is considered . Because
this empirical study will define CLASS 2 attributes , i.e. , infor— —

ma t ion v a r i a b les , i t w i l l  be seen tha t a c e r t a i n  economy may
exist in using CLASS 2 attributes for benefit and utility
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specification.

5.3.1 CRITERION 1: Essential Information

Because of its central importance , i t is useful to out-
line a general approach to defining essential information.
Essential information is ultimately a subjective concept and must
be d e f i n e d in l igh t of each ind i v i d u a l  decision m ak er ’s experi-
ences and approach to problem—solving . That is to say it is
e n t i r e l y  poss ib le  tha t f o r  a p a r t i c u l ar pur ge si tua t ion each
d e c i s i o n make r w i l l  possess a d i s t inc t v iew of wha t pi eces of
informa tion are essential. On the other hand , i t may be possi ble
that groups of like—minded decisionmakers may exist who are in
consensus as to wha t are the essential pieces of information in a
given situation.

W h a t  is re q u i r e d  is an e m p i r i c a l  m e a s u r e m e n t  of the
attitudes of decisionmakers toward each particular military
s i t u a t ion in w h i c h  pu rge al te r na ti ves m igh t be app l i ed . This
measurement is schematically portrayed in Figure 5—4. The exper-
imental approach depicted in Figure 5—4 is essentially one of
expos in g an appropr ia te g r o u p of d e c i s i o n m a k e rs to a set of
scenarios typifying the military environment of interest. For
each of these scen a r i o s , ind ivi dual  decis io n m a k e r s  w i ll no te wha t
types of i n f o r m a ti on a re  p r e f e r a b l e , an d r a n k  or der those types
of information. One then looks to see if overall or subgroup
consensus exis ts regarding the essential types of information.
Clea r ly , this last determination requires statistical analysis be
p e r f o r m e d ; l i n e a r  d isc ri m inan t ana ly s is wo u ld be mos t approp ri a te
in this situation.

A second statistical analysis is indicated in Figure
5—4 by the dotted arrow and boxes. The point of this a na l y s i s  is
that at the same time one is seeking information regarding the
rank orderings of different pieces of information , one m a y  a l so
reques t the experimental population to provide subjective scores
(on say a scale of 1 to 10) of the different information bundles
wh ich would be presented . These subjective scores together with
the  k n o w n  v a l u e s  of the  i n f o r m a t i o n  v a r i a b l e s  m a y  be used in  a
r e g r e s s i o n  a n a l y s i s  to d e t e r m i n e  t h e  u t i l i t y  02 the entire exper-
ime n t a l  pop u la ti on , its subgr oup s or of in d i v i du a l s  as a f u n c t i o n
of t he  i n f o r m a t i o n  v a r i a b l e s .  T h a t  is , such  an a n a l y s i s  w o u l d
deve lop  e x p l i c i t ma thema ti cal s ta t e m e n t s  of the per ce ived  u ti l it y
of hav ing given amounts of each piece of essential information.

Given the general approach to defining essential infor-
ma t io n and in forma t ion dependen t u ti l i t ies d e s c r i b e d a bove , it is
now app ropriate to consider the compatibility of each of the five
basic evalua tion methodologies with that approach. Table 5—3
presen ts a summary of the primary issues associated with this
question of compatibility.
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Before discussing how the finding s on Table 5—3 were
reached , it is necessary to discuss the meaning of each column
entry. If an evaluation method may make direct use of results
from the empirical assessment of essential information , then
yes” would appear in the first column; a yes—answer is regarded
as an asset for it indicates that the basic empirical work neces-
sary to design and implement a purge algorithm may also be used
for its evaluation. Those types of methods with a yes—answer in
the first column will have a no—answer in the second column and
conversely. This is simply due to the fact that if information
variables cannot be used in evaluation, then status—of--forces
variables must be used ; if this latter type of variable is used ,
then a second empirical study must be conducted to determine
decisionmaker utility as a function of outcomes. Thus , a no—
answer in the second column is considered an asset. Because it
is entirely possible that decisionmakers will not agree as to
what pieces of information are essential , it is also an asset to
have a yes—answer in the third column .

To understand the find ings of the first and second
columns of Table 5—3, first consider the simplest evaluation
method , benefit—cost analysis. This method may be applied to the
evaluation of purge innovations as follows :

The presence of essential information would
be regarded as a benefit ; the amount of each

-• f essential piece of information would be
valued in terms of some common numeraire
(probably dollars). The presence of non-
essential information would be regarded as a
Udisbenefit ti or cost; the amount of each
non—essential piece of information would be
valued in terms of the common numeraire. The
benefits and costs described above , along
with any capital , operating , maintenance or
replacement costs, would be used in conjunc-
tion with the investment criteria of Table
5—2 for the evaluation of each innovation of
concern.

Given the above parad igm the entries in columns one and two of
Table 5—3 opposite benefit—cost analysis become clear: if this
paradigm is followed it would seem , at least on the face of
thing s, that one may avoid the use and measurement of status—of—
force variables. Thus , the empirical assessment necessary to
establish essential information seemingly will also suffice for
the conduct of benefit—co st analysis . Extension of the benefit—
cost analysis paradigm to the methods of cost—effectiveness
analysis and multiobjective analysis is straightforward.
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To perform cost—effectiveness analysis one uses an
information variable—dependent utility expression from the empir-
ical procedure outlined in Figure 5—4 in conjunction with the
mathematical formalism described in Section 5.2.2.. Costs for
this method of analysis are confined strictly to capital , operat-
ing , maintenance and replacement costs. Thus, cost—effectiveness
analysis receives a yes—answer in column one and a no—answer in
column two of Table 5—3 , because it may be performed entirely in
terms of information variables.

The multiple utility expressions describing individual
or group preferences which are required as input to multiobjec—
tive analysis also come from . the empirical procedure outlined in
Figure 5—4. These utility functions are , of course , in terms of
information variables , and are used in conjunction with the
analysis procedures described in Section 5.2.5 and Appendix D.
Thus, multiobjective analysis receives a yes—answer in column one
and no—answer in column two of Table 5—3 , because it too may be
performed solely in terms of information variables.

Decision analysis and multiattribute analysis , as has
alread y been pointed out , both require the use of status—of—force
variables. The entries in Table 5—3 opposite these two evalua-
tion methods reflect this fact.

The findings of the third column of Table 5—3 stem from
the fact that regardless of whether utilities and benefits are
measured in terms of CLASS 1 or CLASS 2 variables , if more than
one group exists with respect to the definition of essential
information , ambiguity arises in TYPE 1 through 4 r 

~ -is. This
is best understood by referring to the concei ~urge modeldescribed in Figure 5—1 . There it is seen that i.. .~ensus doesnot exist regarding what pieces of information are sential then
distinct purge algorithms would be implemented depending ~ri which
group ’s point of view was considered . This would lead to dis-
tinct versions of the data base and possibly to distinct actions
on the part of the decisionmaker(s) . If the evaluation is
couched in terms of information variabLe€ r- distinct data bases
would lead to distinct benefits /utilities for each group. Thus ,
no matter which of the TYPE 1 through 4 methods are used , dif-
ferent values for each method ’s performance measure may be
expected for each conflicting group of decisionmakers.

Only TYPE 5 (rnu l.tiobjective analysis) methods avoid the
dilemma just cited . This is because TYPE 5 methods may accommo—
date many distinct and conflicting groups. In fact , TYPE 5 may
accommodate the extreme case of all decisionmakers involved pos—
sessing different definitions of essential information. Conse—
quently, in the third column of Table 5—3 only TYPE 5 receives a
yes—answer.

~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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LI 5.3.2 Criterion 2: Availability of Requisite Data

In all of the evaluation methodologies discussed , the
primary type of data which must be available in all cases is data
concerning the attributes utilized in evaluation. The single
attribute evaluation methodologies require that each of the
dimensions of information or outcome (depend ing on whether CLASS
1 or CLASS 2 attributes are used) must be expressible in terms of
a common numeraire; in effect, one must know “prices ” by which
the attributes may be multiplied in order to reduce all the
attributes to the common unit of dollars. Thus, there are really
two questions of data availiability:

• What are the amounts of the attributes of a given
military/information system environment?

• What is the price or per unit value of each attribute?

Clearly the second question is only posed for cases where utility
is expressed as net monetary value .

5.3.2.1 TYPE 1. Methods: Benefit—Cost Analysis

To understand these issues better , consider the sim-
plest evaluation method : benefit—cost analysis. Assume attri-
butes are CLASS 2, i.e., the problem is couched in terms of
information variables. Then the net benefits associated with a
type of essential information i at a time t are given by:

aj~ =~~ 1(~ijtiij t _c
i j t) i (6 )

.. ‘- & . , .  ,4

where

~ amount of the 1
th type of information

subjected to the jth data manipulation at
time t.

= “pr ice ” of performing the 3th data
manipulation per unit of the ith type
of information at time t.
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j  = data manipulation index 1 if purging occurs
2 if post purge

retriveal occurs
3 if storage occurs
4 if information not

available

~~~~ = capital , operating , maintenance and
replacement costs for data management
involving the jth form of data
manipulation of the ith type of
information at time t.

It is important to note that the Pij’t may be either positive or
negative depend ing on whether Ijjj~ is a benefit or disbenefit(cost). Total net benefits for the time t are then obviously
given by:

M
Bt =

~~ 
B. , (7)
it

where M denotes the number of types of information considered .
The present value of benefits is then calculated by analog with
Table 5—2 from the formula:

Present Value — 

T Bt Sof Net Benefits — 

t—].— (l+i)

where T is the “planning horizon ” or total number of time incre-
ments considered and i is the appropriate discount rate. The
present value of net benefits (8) is calculated for each purge
alternative. The alternative with the highest positive value is
the optimal one.
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Expressions (6), (7), and (8) were developed to make
explicit the data requirements of a TYPE 1 evaluation methodol-
ogy. Inspection of these relationships reveals that the most
basic data needed are the and the . How can this data
be obtained? Consider the information variables h i t  first;
these are obtained directly from the purge algorithm itself.
That is, if one were to apply a purge algorithm to a given data
base in a given military environment , the variables Ijj~ 

would be
obtained . Thus, the Iij~ 

could be obtained either from histori-
cal data or a simulation model. A simulation model for this
situation would be relatively easy to construct: essentially a
data file of time dependent sensor reading s would be input to the
purge algorithm , which would then output values for the informa-
tion variables Ijjt

Determination of the prices 
~ijt 

is a more difficult
matter. This determination like that for the information van —
ables will also require either historical data or a simulation
model. The associated simulation model would , however , be con—

V siderably more complex. To see this, consider the conceptual
model of purge operations , Figure 5—1. This figure shows clearly
that the required simulation model would contain the elements
mentioned above for setting numerical values for the 1

~j~ 
but it

would also contain a module to describe the decisionmaker ’s reac-
tion to the data base constructed by the purge algorithm . This V

reaction would comprise a set of milit ary actions and associated
battle Outcomes. By holding all information variables ‘lit ,

V 
except one, constant and observing changes in battle outcomes as
the one non—constant information variable is allowed to change ,
it would be possible to observe the change in outcome (status—
of—forces) variables per unit change of the non—constant informa-
tion variable. Insofar as each set of outcome (status—of—forces)
variables represents a set of dollar costs or benefits incurred ,
one may then calculate the dollar costs or benefits associated
with a unit change in any information variable; these are just
the prices 

~ijt’° 
that are desired .

‘~~ Note that the Pijt are therefore exactly the “costs” of purg—
ing , regaining information , storag e and not having information.
The term “costs” is placed in quotations to emphasize that some
of these “costs” may actually be benefits. The simulation pro— V

cedure described constitutes a systematic method for obtaining
these “costs” . If a detailed simulation procedure like that sug-
gested cannot be constructed , for whatever reasons , one may
resort to less sophisticated , non—computer procedures which will
all be characterized by severe assumptions regarding to
decisionmaker ’s reaction to the data base as modified by the
purge algorithm . These assumptions are necessary to reduce the
problem to one which the analyst , unaided by the computer, can
deal with. Only a computer simulation is apt to be able to treat
the myriad of complex interactions among decisionmaker , data base
and outcomes.
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There is a very serious drawback to the previously out-
lined procedure for estimating information prices, a drawback
which serves to strongly motivate and recommend cost—
effectiveness analysis. The drawback is that in order to deter-
mine information prices it is necessary to perform a simulation
which ultimately leads to outcomes articulated in terms of the
CLASS 1 attributes , i.e., in terms of status—of—forces variables.
(It is this fact which accounts for the caveat, expressed as a
footnote, of Table 5—3.) This begs the question of why bother to
formulate the problem in terms of CLASS 1 attributes, i.e.,
information variables , in the first place. There is no satisfac-
tory rebuttal ; the evaluation could have been conducted in terms
of the status—of—forces variables from the outset. In that case ,
the net benefits at time t would be simply:

R FB E P~ E. - Z P . ,.. F . ,  ( 9)t it 1. •
=~~ 

j  i

where

= Amount of the ~th class of enemy
perEonnel or material destroyed ;

F. = Amoun t of the ~th class of friendly
personnel or material destroyed ;

= Price of one unit of the 1th class of
enemy personnel or material at time t;

= Price of one un it of the ~th class of
)~ friendly personnel on material at time t.

R = Numbe r of classes of enemy personnel or
material considered .

S = Number of classes of friendly personnel
or material considered .

1
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The present value of net benefits are then calculated as before
according to equation (8). Note that the issue of estimating
information prices does not exist in formulation (8). One is
faced with finding men and material prices, something which is
commonly done in military cost analysis. It is important not to
forget that formulation (8) still depends on the existence of a
complex simulation model or extensive historical data which can
describe what the outcomes, measured in status—of—forces vari-
ables, will be for a given purge system . This last requirement
is still a severe one.

5.3.2.2 TYPE 2 Methods: Cost—Effectiveness Analysis

Cost—effectiveness analysis has a very significant
advantage over benefit—cost analysis (whether in terms of CLASS 1
or CLASS 2 attributes) . That advantage is that &f cost—
effectiveness analysis is conducted in terms of CLASS 2 attri-
butes (information variables) a complex simulation relating purg-
ing to battle outcomes is avoided ; it is avoided by the introduc-
tion of the multiattribute utility function expressed in terms of
the information variables ‘lit introduced in the previous sec-
tion. This means that one needs only conduct a simple simulation
based on the purge algorithm itself. This simulation is illus-
trated by the flow diag ram of Figure 5—5. The cost-effectiveness
criterion , equation (4) of Section 5.2.2, is applied to select
the optimal purge alternative.

5.3.2.3 TYPE 3 and 4 Methods: Decision Analysis and
Multiattribute Analysis

Decision ~ analysis and multiattribute analysis both
require the construction of decision trees for their implementa-
tion (see Sections 5.2.3 and 5.2.4). These decision trees will
necessarily be very complex and very tedious to construct for a
modern complex military environment. For any given situation
with which a decisionmaker is faced , there are at least three
alternatives; each act of selecting from among these alternatives
must appear as a decision node in the decision tree. The three
alternatives are:

• Act ;  
V

• Don ’t Act ;

• Get More Da ta .

Each time the third decision , get more data , is made ,
the decisionmaker must then face the same three decisions again
at the next point in time for which a decision must be made. As
time passes, the information data base changes , both as a result
of new sensor readings and as a result of the particular purge
algorithm. Thus , at each subsequent point in time the data
available to the decisionmaker regarding his situation changes
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and consequently so do the subjective probabilities assigned to
estimate the likelihood of each outcome on each branch of the
decision tree.~’

A decision tree which is a realistic portrayal of the
circumstances under which purge algorithms are apt to be applied
must contain literally thousand s of decision nodes and paths
throug h the decision tree. This is due simply to the fact that
there will be thousands of situations requiring decisions during
the course of a modern land battle, each situation will likely be
characterized by several (perhaps dozens) ‘of courses of action
and the battle is apt to change character over time , requiring
frequent decisionmaking .

Thus, the problem of constructing a decision tree is
not unlike that of constructing a simulation model which will
predict status—of—forces for each purge algorithm and each mili-
tary environment. Both may be expected to be complicated and
time consuming exercises.

5 . 3 . 2 . 4  TYPE 5: M u l t i o b j e c t i v e  A n a l y s i s

Multiobjective analysis differs dramatically in its
data requirements from any of the other methods of evaluation.
In the other methods it was necessary to apply either historical
data , perform a simulation or construct a complex decision tree
to determine values of the attributes in terms of which
benefits/utilities were expressed. Multiobjective analysis does
not require either historical data or simulation; rather it
requires that a survey be constructed to specify “constraints ”
which characterize the purge algorithms of interest.

To understand this feature more fully, suppose that
each decision group ’s utility has been specified in terms of
information variables like the ‘lit in Section 5.3.2.1 (this
specification is, of course , achieved through an empirical effort
like that outlined in Figure 5—4 of Section 5.3.1) . Each purge
algorithm will be characterized by the manner in which it manipu-
lates information over time. This mani pulation will be in accor-
dance with certain “rules ” or constraints which will vary from
purge algorithm to purge algorithm . For an extremely simplified
example of this concept , consider the following definitions:

= an index denoting information pertaining to
numbers of maintenance records of equipment X.

m — an index denoting information pertaining to the
numbers of equipment X i~ fhe division.
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t — time index .

— data manipulation index.

It will be recalled from Section 5.3.2.1 that j 1  if information
is purged ; j=3 if information is stored . Hence , if the purge
algorithm specifies that maintenance records are to be purged in
the time period following a zero level of the equipment to which
those records refer , that rule or constraint may be expressed
symbolically as:

11,3,t4-l tm ,3,t = 11,3 , t — ‘t,l,t~ 
(10) 

V

This simple statement merely requires that the number of mainte— V

nance records for pieces of equipment of type X equal the number
of pieces of equipment which existed in the previous time period .
Thus, if there were zero pieces of equipment at time t , the sys-
tem would eliminate all maintenance records by time t+l. Simi-
larly other rules describing a particular purge algorithm may be
translated into constraints like (10)

Thus , if one uses the notation I to represent a vector
of information variables like h i t  and if there are N like—minded
decisionmaking groups , then the appropriate multiobjective
analysis is formulated as:

Maximize {U1 (I), 02(I) uN (I)] 11

Subject to constrai nts~ involving I.

In (11), Uj represents the utility of information of the ~th
group. Moreover , the information variables are treated as unk-
nowns which are found by solving the optimization problem (11)
hence , once does not conduct measurements or simulations to find
their values as in the other methods , but rather a survey to
determine information constraints imposed by the purge algorithm
of interest when operating within a given decisionmaking environ-
ment. Section 5.4 describes the multiobjective analysis (11) in
more detail.
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5.3.3 Criterion 3: Appropriateness of Performance Measures

If consensus exists among decisionmakers any of the
TYPE 1 through 4 evaluation methodologies may be used . As has
already been pointed out , if there are multiple decisionmakers
who are in conflict , only TYPE 5 (multiobjective analysis) pro-
cedures are appropriate. Whether such conflict exists can only
be determined by an empirical study like that suggested in Sec-
tion 5.3.1.

5.3.4 Summary of Critique

Section 5.3 has presented a variety of pro and con
arguments concern ing the the five ba~. c  evalua tion methodologies .
These are summarized in Table 5—4.

5.4 RECOMMENDATIONS

In Section 5.3 the five basic evi.~~uatio n me thodologies
were described and critiqued . This criti •ue found that each
methodology suffered from certain drawbacks that were uniquely
its own . Of the five basic methodologies , TYPE 5, Multiobjective
Analysis , appears to be the most promi .~ing . It is the purpose of
this section to succinctly describe how mu ltiobjective anal ysis
may be applied to the evaluation of purge procedures.

5.4.1 Requisite Data for Multiobjective Analysis

V It is appropr iate to begin with a rhetorical question :
What information is necessary to perform a mult.iobjective
analysis of purge procedu res? One may poi nt to four catego r ies
of requisite information:

1. The number of distinct , like—minded subgroups of
decisionmakers in the decision environment where the
purge algorithm of interest will operate.

2. Utility functions expres3ed in t P r m s  of information vari-
ables for each subgroup of like—minded decisionmakers.

3. Constraints involving t e information variables which
express the mechani cs of the purge algorithm of interest
as well as special features of the decision environment.

4. l’he relative “weights ” of each group ’s utility.

The method for uncovering the information described in items 1
and 2 above has been presented in detail in Section 5 . 3 . 1 .  The
information described in items 3 and 4 above may also be gathered
during the empirical effort presented in Section 5.3.1. This may
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be seen by referring to Figure 5—6 which is essentially an
expanded version of Figure 5—4.

In Figure 5—6 it is seen that by addressing appropriateV 

questions to the experimental population and by confronting that
population with appropriate scenarios it is possible to extract
not only the information described in Figure 5—4 , but certain
additional information as well. That additional information
includes the relative importance of each command level in terms
of influencing outcomes within the environment of interest. Such
measures of relative importance are actually numerical indices or V

~weights” which describe the rank order of the subgroup utili-
ties. These weights play a key role which is described in detail V

in 5.4.2.

A second type of additional information determined from
the empirical approach of Figure 5—6 is a set of constraints on
information flow for the environment of interest and for each
purge algorithm operating in that environment. These constraints
on information flow may be purely of a mechanical or technologi-
cal. variety , as was discussed is section 5.3.2.4. The con-
straints may also be of an institutional or even psychological

V V 
nature , involving either arbitrary operating policies on the one
hand or human perceptions which function as bottlenecks in pro-
cessing information on the other hand .

5.4.2 Example Formulation of the Multiobjective Analysis
Problem

V 

For simplicity of exposition suppose that the empirical
effort of Figure 5—6 has uncovered two distinct subgroups of
decisionmakers within the environment of interest. Suppose the
empirical effort has also uncovered two distinct types of infor-
mation which are valued (differently by each subgroup) in making
decisions. The subgroups are found to be characterized by util-
ity functions of the form.

= f1 (x 1, x2)

(12)
U2 f2 (x 1, x 2),

where x 1 and x, represent the two types of information used in
decisionmaking . It is important to realize that in (12) the
functional forms of the utiliti es are actually known through pre-
viously conducted statistical inference.
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The empirical effort of Figure 5—6 will also identify
appropriate weights and constraints. Suppose there is concensus
among the experimental population considered as a whole that the
importance of the two groups in the decision process is expressed
by weights w 1 and w2. Then the proper expression for the com-
bined utility of the two groups is

U(X1, x2) w1U1 + w2U2 
-

= wjf1 (x11 . x2) + w2f2(x1, x2) . (13)

Furthermore, assume that the constraints on information flow
uncovered in the empirical effort are such that one may write

At 1 ) b  (14)
\x2,

F where A and b are appropriately dimensioned matrices. Generally
one also considers only positive information , i.e., x 1 , x 2~ 0.

Multiobjective analysis of the present problem proceeds
by solving the following optimization problem :

MAXIMIZE = w1f1 (x1, x2) + w2f2(x1, x2)]

Subject to

F A (’) = b (15)

X 1, x2~~ 0.

Solution of problem (15) results in optimal values for x 1 and x2 ;
say x~~. and x respectively. These are used to compute a
correspondong value for the combined uti lity expression , called
(3* where , • I
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= U(x~~, 4). (16)

Each purge algorithm will generally correspond to a different
value of U*. The purge algorithm with the highest value of U~ is
considered the ‘t best” . The solution of problem (15) is accom-
plished by applying the techniques of mathematical programming ;

V if the functions f1 (.) and f2 (.) are linear , one may utilize
linear prog ramming . V

In the approach described above certain complications
may arise. First recall that equations (12) , (13) and (14) are
determined through procedures which involve statistical infer-
ence. This means that result (16) has a confidence interval

V associated with it , i.e., a least value and a greatest value with
a certain reliability of lying between those extremes. There-
fore , it may happen that the jJ* values for different purge algo-
rithms will have overlapping confidence intervals. In this case
the purge algorithms involved may not be distinguisable , i.e., no
one of them is “best ” . Note that this overlapping of performance
measures could happen with any of the evaluation methodologies
considered earlier and is not a phenomenon inherent to multiob—

V 
jective analysis.

A second complication arises when there is not group
consensus regarding the numerical values for the weights w 1 and
w2 used in equation (13). In this instance one cannot generate a
uni que performance score but only a trade—off curve for the two
utilities U 1 and U2, as depicted in Figure ~~~~~~ Different
trade—off curves will then be generated for different purge algo—
r it hm s.

In some cases it will be possible to select the “best”
F purge algorithm by comparing trade—off curves. Such a cir-

cumstance is illustrated in Figure 5—8. In this figure it is
seen that algorithm A everywhere delivers greater utility to both
groups of decisiorimakers than does algorithm B; hence A is
clearly the better algorithm . However , in Figure 5—9 it is seen
that without additional information algorithm A cannot be said to
be better or worse than al gorithm B; the two algorithms are not
distinguisable.

“ See Appendix D for a discussion of methods for generating
trade—off curves. V
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Chapter 6

CONCLUSIONS AND RECOMMENDATIONS

6]. PURGING STATE-OF-THE-ART

~ral , the technique of “purging ” or disposing of
V 

i n foL ,  ich is no longer needed or has no further value is
V widesF - -

~ manual files or typed or written records are
uti1i~.:o 

‘ -h. ..  “intained . Normally, retirement of such records is
accomplished at set intervals on a periodic basis. However , few
~ f the individuals who accomplish or are associated with this
process of retiring printed records or informational material
view the procedure as one which is also applicable to automated

V information holdings. Nonetheless, the idea —— that of disposing
of information no longer needed —— can and should be employed to
assist in manag ing data processing files that are growing rapidly
or are extremely dynamic. The computer industry, interested pri—

V man ly in selling more hardware rather than with reducing a
V customer ’s demand for either main or secondary computer memory,

has largely ignored the issue of purging .

The majority of U.S. command and control centers that
- V exist for the direction of military f’ rces or for crisis manage—

ment presently maintain large automated data holdings. For the
most part , these holding s deal with comparatively well delimited
information sets that are updated periodically. At such times
new information supplants old and old data is destroyed , though
normally this data is held on tape fo r  a g iven  per iod of t ime ——
usually until the file has been updated at least twice. Sensor
data is available to w a r n  of poss ib le  enemy m i s s i l e  or a i r c r a f t
attack upon Continental United States, however , this dynamic data
is normally not stored but ut i l i z ed  ins tan ta n e o u s l y ,  and then
supplanted as qu ickly as new data is received . Message traffic
and general information received during crisis situations can and
frequentl y is automated and stored in ADP systems for ready
reference. When the cris is has passed , such ho ld ing s a re  nor-
mally ei ther placed on secondary storage medium (tape ) for future
reference as requir ed or destroyed . In most cases , the computers
utilized in these centers are very .ar9e and total saturation of
the systems rarely occurs. Such wifl, 6~ course , no t be t r u e  for
the small Tact ical Operating System envisioned for use with Army
Divisions in the field.0
6.2  INFORMA TIO NAL NE EDS FOR COMBAT DIRECTION

Technology has  given the  m i l i t a r y  commander  the ability
to acquire more factual inform ation r e g a r d i n g  h i s  a d v e r s a r i e s
disposition and activity than ever before. This , in  t u r n , has
stimulated growing appetites for even more information. Taken
together , this informat ion supp ly  and the g r o w i n g  demand fo r more
data make informatio n management at Division level and above
e x t r e m e l y  d i f f i c u l t .  Given  c u r r e n t  d o c t r i n a l  precepts followed
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by the U.S. Army , comparatively finite sets of desired informa-
tion can be identified for some functional purposes. Cursory
analysis is contained in Chapter 4. ‘Once decisions have been
made regarding what information is most sought, purging mechan-
isms can readily be adapted to dispose of information or data
that is no longer needed or desired . The process is not simple ,
however , and deserves further study to develop suitable purging
algorithms that will fully Satisfy a broad spectrum of individual
commanders.

6.3 PURGING EVALUATIVE METHODS

V A number of quantitative methods exist which can be
utilized to evaluate purge technology innovations. All methods
discussed in the paper have both advantages and disadvantages.
Of thoss examined , Multiobjective Analysis appears the most
promising . A description of how such a method mi ght be applied
is containod~jn Section 5,.4.

6.4 RECOMMENDA~J4~~ FOR FUTURE RESEARCH

V This mon~(raph represents but one facet of the informa-tion manag ement problems associated with command and control of
U.S. ground forces. Focus is centered primarily upon the han-
dling of information received and stored in textual format. Lit—

V tie attention was devoted to the consolidation or fusion of
information from diverse or multiple sources or to the automatic
combination of information relating to activity or force disposi—

V tion with geographic data in map or pictorial form. If the prob—
V 

, lem of information overload is as pressing as most observers
bel ieve , new innovative methods should be developed for display
of stored information to improve comprehension and assimilation.
This seems to offer the greatest payoff in terms of improved com-
bat effectiveness through more effective command and control.
Fina l ly, the theoretical evaluative method developed in the paper
should be tested for validity under appropriate conditions.

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 1~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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APPENDIX A

COMPUTER SUPPORT OF PURGING INFORMATION AND DATA BASES

In this study, the term purging is used in a broad con-
text meaning the reduction of the amount of data or information
that is stored anywhere in an information system including on
main and secondary computer memory. The process is not limited
to the removal of data or information already resident on com-
puter memory but also extends to the screening and reduction of
data before entry into the system . This approach permits the V

V investigators to explore a large number of methods to prevent
information , system , storage and communication overloads.

Once information and data requirement :3 for a
decisionmaker/analyst have b€en identified , then the task of

V determining alternative manua l and automated methods for process— V

ing this data falls to the information scientist. Of principal
concern with an automated syst€m is the amount and type of corn—
puter memory required . The u n i t e d  capaci ties of computer memory
hierarchy must be managed in a way that will save memory space
and at the same time support information requirements in as
responsive a manner as possible. One approach to accurate deter-
mination of these automatic data processing requirements is ~~examine each processing step f o r  the sys tem u n d e r  cons ide r a t i o n .
These steps are defined as:

• Data Capture —— the initial acquisition of the data for
V computer processing ; 

V

• Screening — —  the manLal , semi-au tomated or automated
means to de termine what data or reports will be pro-
cessed on the computer , w h e r e  in the h i er a r c h y  of
memory dev ices  da t a  w i l l  in it i a l l y  r e s ide  and how long
its expected useful life will be;

• Pre—processing —- the techniques such as compaction or
compression which ~ill reduce the amount of computer
memory required to store computer information; and

• Storage — —  the actual process of storing and managing
data in computer memory. This is a dynamic process
which will establish initial storage assignments ,
migrate or trickle data to lower hierarchical storage
levels , percula te this data back to main memory and
cause obsolete data no longer required to be destroyed.

To present a comprehensive pic ture of purging techniques avail-
able to a data process ing manager , each of these steps in the
process are discussed more fully below along with associated
methods for reduc ing or mana ging data within computer memory.
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DATA CAPTURE

At time of capture , data in the C3 environment comes
from a variety of sources. The data can be in the form of hard
copy messages, telemetry signals from various sensor devices,
telephonic or voice radio reports to command centers , and com-
puter readable information from other computer systems in such
form as decks of punched cards , and signals from computer net-
works. In the future , voice and handwritt en information may even
be capable of direct input into automated systems.

In the capture of sensor telemetry data , analog s exist
for digital conversion and to correlate and summarize read ings
into intelligible reports. If this processing can be performed
off—line from the main computer ,then processed , summarized and
placed in memory buffer, data can be made available on—call to
the main computer. Depend ing on the level of sophistication of
such off—line processing , it is possible to eliminate much dupli-
cation and redundancy in these sensor reports. This can have an

V immediate and dramatic impact on the amount of memory required in 
Vthe primary computer system to support the function. In particu-

lar , such off—line processing can tend to offset the surge effect
experienced when enemy activity impacts on a number of sensor

V systems simultaneously.

In most cases, ha rd  copy, includ ing handwri tten mes-
sages, must be converted to machine readable form prior to inser-
tion into computer memory. This may involve transfer of data
from hard copy to hollerith cards , or conversion by key to tape
or disc . The message length and ultima tely the computer storag e
requirements , are largely a function of the verbosity of the mes-
sage ori ginator. This use of a limited , standard message vocabi—
lary with selective application of standard abbreviations can
reduce data storag e requirements significantly. For example , V

describing three tanks or three enemy tanks requires 80 and 120
bits respec tively with third generation computers. If one abbre-
viates the words to 3TK or 3ETK storage require r~ent can bereduced to 24 and 32 bits. This represents a storage reduction
of 30% for the expression three tanks and 27% in expression three
enemy tanks. Such saving s can be generated by establishing stan-
dard conventions for data elements and mili tary terminology, and
through formatting messages in a standard manner. Costs associ-
ated with such an approach result from the expense of training V

and some loss of flexibility in message writing . Department of
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Defense and Military Service representatives recognize this , and
have made some progress in the standardization of military termi-
nology and message formats. 1

~
2 1 3 However , to obtain the full

benefit from such standardization much more rigid enforcement of
these conventions is required .

Telephone or voice radio reports must either be reduced
to a hardcopy document after receipt or entered on a computer
data entry device before transmission . In both cases , a need
exists for a specialized intermediary capable of introducing
standard formatting and standard abbreviations. Intelligent ter-
minals can provide operator assistance in the formatting and
abbreviation of such telephonic messages.

Computer—to—computer communications will require exten-
sive standardization of formats and terminology. This can be
preplanned if the sending computer has a system software transla— V

tion capability. Data compression and/or compaction techniques
can also be used to reduce the time and cost of telecommunica— V

tions in computer—to—computer transmissions.

SCREENING

Data screening can be accomplished when a determination
is made concerning what C3 related information will be processed

V manually and what will be processed on the computer. Cost—
benefit considerations , timeliness of reports and report accuracy V

all are factors in this decision. Wi thou t d e l i b e r a t e  study and
requirement for strong justification it may be f o u n d  over  t ime
that excessive and unnecessary amounts of information will be
processed on a given computer. As information requirements V

change , determination of how the information or data will be pro-
cessed must repeatedly be subjected to the same detailed scru— V
tiny .

U. S. Department of Defense , Depar tment of Defense Manual V
5000.12M , Ma n u al f o r  Stan d ard  Data E l emen ts , OASD—C , Washington ,
D.C., March 1970.
2 (3. S. Department of Defense, Depar tment of Defense Dictionary
of Mili tary and Associated Terms , The Jo in t M i l i ta r y  T e r m i n o l o g y
Group , The Join t Chiefs of Staff , Wash ington , D.C., September
1974.
3 North Atlantic Treaty Organization , NATO Glossary of Terms and
Definitions for Mil itary Use . (AAP—6), NATO Standardiza tion
Agreement (STANAG ) 3680.
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Once determinations have been made as to how data will
be processed , procedures can be established to screen incoming
data from each source to determine , what category of processing
it falls under. For example , some hard copy messages may be han-
dled manually while information from others is processed on the 

V

computer. The screening process itself can be performed manu-
ally, semi—automatically, or automatically. With manual pro-
cedures an individual reviews incom ing data and relegates it by
category to the appropriate processing system . These categories
can be broadly designated so that data involving nuclear weapons
might be computer processed while data related to health and wel-
fare would be processed manually . Finer screening can involve
the immedia te destruction of duplicate messages relating to
purely administrative matters and the assignment of priorities
for compu ter processing of messages involving data on nuclear
targeting . Part of the manual screening process could involve
the assi gnm en t of useful life codes to messages or data which V

will generate suspenses for future purge act ion. V

Semi—au tomated screening procedures involve applica-
tions or system software to assist the operator in the screening
process. A system can be programmed to identify key words such
as n u c l e a r , attack , enemy or penetration. Messages containing
these key w o r d s  c an then be au toma t ic al l y  f lagged f o r  de ta i l ed
screen ing by des i gna ted persons.

One of the most i m p o r t a n t t a sks  in the s c r e e n i n g  process i nvolves
separation of action messages from those that are strictly for
information. A semi—automated system might be programmed to key
on words such as “r equest ” or “proceed ” and automatically place
these messages in the action message category. The remaining 

V

messages might well have to be screened manually to determine if
they are ac tion or information types. Such semi—automated pro— 

V

cedures should significantly reduce the manual screening work-
load . In a sem i—automated system , a det e r m i n a t ion could we l l  be
made to rou te all action messages to computer processing so that
message status can hc monitored through an automated reporting V

system . The cu rrent operational concept for TOS system will
result in m a n y ,  if not m ost , of the i nf o r m at ion messages  to be
proeee-se~ on the Computer. V 

V

F u l l y automat~V V i  p rocedures can also be established to V

seek key words , message priorities , o r o the r d e f i n e d  des i g na tors  V
that might be defined to determine automaticall y i f  da ta should
be processed manually or on the computer. In this case , however ,
the process will proceed without oper3tor intervention with
flagged messag es automatically accepted by the system for com-
puter processi ng, a u t o m a t ic d i s t r i bu tio n and m a in com pu ter m e m o r y
storage. If compu ter processed , then a de t e r m i n a t ion can a l so  be 

V

made as to the expected useful life of the data and where in the
hierarch y of computer storage devices the data should be placed .

110 V
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Initial screening represents a critica l point in the
processing of data if one is to avoid system or storag e overload .
It is at this sorting point that messages or data queue up during
a crisis and redundant and irrelevant messages choke the system
while the relevant , hi gh priority messages wait their processing
turn. During cris is or combat conditions , every  e f f o r t mus t be
made to screen data quickly and efficiently without degrading the V

information flow process .

PRE-PROCESSING

Once ava i l ab le  memory  dev ices have been f i l l ed w i th
data , little can be done in real—time to crea te more  stora ge
capacity . Long—term solu tions involve selective migration or V

destruction of data or the acquisition of additional memory
V modules for the computer. In t;he short—term , the system must

make the best possible use of the available computer nemory. It
is possible , du ring the stage of internal computer data process-
ing and prior to actually storing data , to t a k e  steps tha t ca n
increase the available memory by factors of 60 to 80 percent.

Some pre—storage processing methods designed to con-
serve computer memo ry employ data compaction or compr?ssion pro-
cedures. Data compaction is closely related to the approach ,
discussed previously, in which abbreviations and codes are used
to reduce the amount of space rVVpecific information will occupy in
a message , communica tions device or in computer memory. Martin
describes two methods for such compaction.4 One is dec~endent on
the content of data or t hE  structure of records. The other
involves  te c h n i q u e s  tha t they c a n  be bui l t in to  g e n e r a l  pu rpose V

sof tware , h a r d w a r e , or microco ce. In some instances it is possi-
ble to use bo th me thods  o r tec h niques and realize even greater
computer  m e m o r y  sav in g .  Go tt l ieb , et. al. differentiate between
these compaction and com pression techniques. 5 The authors define
the process as f o l l o w s :

Compactio n the physical representation of the data
while pr eserving a subset of-the information deemed
“r e l e v a n t  in f o r m a t i o n ” .

~ Martin , James. Compu ter Data—Base Organization. Englewood
C l i f f s , New Jersey: Prentice— Hall , In c., 1975 , pp. 433—448.
~ Got t lie b , Dor-on , Hagerth , Steven A., Lehot , Phillip e G. H., and
Rabinowitz , H e n r y  S . , A C l a s s i f i c a t i o n  of Com~pression Methods andTheir Usefulness for a L ar ~~eD a t a  P r o ce - ss i n9  C e n t e r  , A F I P S
Conference Proceedings , 1975 National Computer Conference , May

V 
19—22 , 1975. Anaheim , California , pp. 453.
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Compression reversible.

The compaction technique not included in compression
involves the elimination of information considered superfluous.
In the command and control applicat ions there appears to be
opportunity to approach the problem from both aspects. Some
files , such as intelligence files might be degraded by the
at temp t to s to re  only “relevant” da ta. However , in the d y n a m i c
operations environment it should be possible to aggregate much of
the data and eliminate sizable amounts of redundant or superflu-
ous information.

Elimination of Redundant Data Items

The evolving data base management systems and their
associated integrated files facilitate the reduction or elimina-
tion of duplicate data entries. Currently, these tools are res-
tricted to use with med ium or large computer configurations.
However , it can be expected in the near future that there will be
flexible data base management systems created for smaller corn—

V 
puter configurations of a size applicable to the e n v i r o n m e n t in
which tactical data processing is conducted . For large , V

integrated computer systems with shared files , the elimination of
V redundant files and the associa ted data represent a sign ’ficant

method for reducing data storag e requirements.

Compaction on Sorted Random Keys

Gottlieb , et. al. describe a front compression/rear
compaction scheme based on a sequence of sorted keys. 6 Tn this

V 

system only those portions of keys are stored in computer memory
V which are:

• not iden tical to the previous key;

• necessary to make K unique; i.e., distinct f l V omn previ—
ous key and following key.

This technique wil l eliminate “front string ” c h a r a c t e r s  w h i c h  a r e
identical to the first change in characters. The “ rear string ’
which is not needed to d isti rguish elements in the key from the
p r e v i o u s  and f o l l o w ing k e y  ar e  a l so  e l i m in a t ed.  The ad van tage of
th is approach is obvious when one considers sorting on employee
number , prope r name or even date.

6 Ibid., pp. 453—454.
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Compression ~~ Differencing

Gottlieb , et. al. also describe differencing techniques
as those which “compare a current record to a pattern record and V
retain only the differences between them .7 For example , informa-
tion in the compressed record is equal to the information in the
current record less the information already in the pattern
record. In a listing of persons from the same city for example ,
the city , state and area code will only be written for the first
record in the group. A flag will indicate that this informati on
is repeated for a specific number of records. This procedure is
a generalization of the method of compaction on selec ted random
keys described previous ly. Gottlieb , et. al., see such dif—
ferencing schemes as a method for reducing the overall amount of
informa tion in storag e by not repeating those parts of the infor-
mation in a record which are already present in another record.

Differencing is normally appl ied to sequential files , V

however , when used with a direct access file the first record of
a block which can be directly accessed mus t be left intact with
no compression. In addi tion, it should be noted that the decod-
ing of compressed data is expensive. For example , if a r ecord  is
to be read , every record preceding i t has to be sea rched  back :o
the first full (not compressed) record. The cost of insertions
and deletions is even greater.

Conversion from Hu man to Compact Notation

Martin describes additional procedures for compressing
conventional notations to a very brief notation.8 For example ,
storing the date May 25, 1967 as 0002. Once such abbreviations
a re  es tab l i shed , they can continue to support data compression as
long as the algorithm is used in the computer memory.

Suppress io n of Repea ted C h a r a c t e r s  and El i m i n a t i o n  of
~
y ~p~ce

These techn iques  a r e  desc r ibed  by Mar ti n 9 as the elimi—
nat~~or~ of storage allocated to records with empty fields.10 The
a1 .~, n~~t hm simply ignores the field when there is a void in the
data. In many records there are a number of successively
releateci characters. In such instances it is possible to m di—
cat t r e first one of the repeated characters and then the number
of t irr- ~-s the character is repeated . A character in third genera-
tion hardware normally requires eight bits for description. With
this compaction technique , the first character is an identical

Ibid., pp. 454—455.
8 Ibid.
9 Martin , p. 434 V

10 Ibid , p. 436
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string is described with eight bits and the following six bits
indicate the number of times it is repeated .

Substitution

Martin further indicates that 256 first names of per-
sons can be coded on one eight bit byte. This would include
almost all of the first names that are commonly used . In a con-
tinued discussion of name cod ing , Martin states that , “in the
United States , 128 entries could include about 80% of all of the
surnam es and 256 entries more than 90%.” Thus , 90% of all sur-
names can be encode d so that each name would occupy the computer
storage norm ally associated with describing a single alpha— V

numeric cha racter. This substitution procedure can be taken a
step further to encode standard English words and phrases.
Should a standard DOD languag e of command and control be
developed , such an approach could be even more fruitful in say—
ings of computer memory space.

Statistical Encod ing

Gott l ieb , et. al. describe statistical encoding as ,
“ ...a transformation of the user ’s a lphabe t , conver ting each
member of the alphabet into a code bit string whose length is

V inversely related to the frequency of the member in the text.”
For example , if the letter “e” has the greatest occurrence in the

V text , it will have the shortest code which might be 0. If the
l e t t e r  “w ” has the least occurrence , then its code might be some—

V thing like lOl lll llllVlO . Martin has demonstrated that this
reduction may result in an average of 2.9 bits per character or
more depending on the skewness of the distribution. 12 This should
be compared to the eight bits per character of the standard code.

V Such coding was developed by Huffman and bears the name Huffman
Code.’3

H 
~1u f f m a n  coding , based on statistical characteristics of
a f i le , prov ides an easy and effective method of file
compression without necessitating any inquiry into the
semantics of file records. Thus , one package can be
used on a wide variety of files to achieve compression
without inves tment of large amounts of prog r ammer ’s
time to inves tigate particular files for their
storage—wasteful properties. ’4

~ Gottlieb , p. 455.
12 M a r t i n , p. 44~6.
‘3 frluffman , David A., A Method for the Construction of
Min imum—R edundan~~ Codes , Proceedings of the I .R .E., September
1952.
~“ G o t t l i e b , p .  455 .
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Gottlieb found in testing a Huffman encod ing package on
V a variety of large insurance files, that the porrest results

encountered on an already compacted file was 50 percent compres-
sion. Huffman coding can be applied to variable length as well
as fixed length records whereas differencing can only be applied
to fixed length records. There are a number of techniques that
are variations of Huffman coding ; one, the Hu—Tucker Code ,

V preserves alphabetic ordering .’5

V 
APPLICATION

A a number of software packages are available to per—
- form compaction and compression processing . However , compaction

can also be implemented using micro—program m ing and special
V 

hardware .’6 In the command and control environment of essentially
standard systems, it would be possible to develop a data compac-
tion — compression package to support each computer configura—

V 

tion.

CONCLUSIONS

A wide variety of techniques exist that can be applied
V to save computer memory . Considering the limited space for

adding memory modules to tactical systems and the danger of sys-
tem and storage overload for both the tactical and strategic sys-
tems , it seems obvious that these techniques should be pursued .
In measuring effectiveness , it should be remembered that more
than one technique for data c ompaction-compression can be used at

V one time. Martin obtained interesting measurements for character
V suppression and Huffman Code.’7 Three typical files for manufac-

turing application gave the following figures for possible size
reductions:

Original File Reduction Using Suppression Reduction Using
Size (Bytes) of Repeated Characters (%) Huffman Code (%)

300,000 54 82
3 million 34 46

V 19 million 64 83

Martin also indicates that these reductions would have been still
greater if the repeated characters had been suppressed first and
then Huffman Code used .

15 Ibid., p. 457
16 Martin , p. 447.
~1 Ibid., p. 448
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STORAGE

Availability of computer storage space represents the
most critical element in determining whether or not system or
storage overload will occur. Army systems will have established
protocols for the acquisition of data from a variety of sources ,

V for the processing of the information to be entered in computer
memory and the storage and of this information. Once computer
memory or storage space is saturated , there is no way to continue
to process information unless additional memory units are made
available or segments of existing memory are purged . During
those conditions of peak activity most likely to cause the over—

V 
load there will be no time to procure or acquire additional
memory. The alternative of purging files requires detailed pre—
planning lest important data be lost at critical times. Thus , a
system should have adequate memory capacity to insure that
increased operational activity will not saturate it. Some excess
capacity can be provided to insure an acceptable risk that the
system will not be easily overloaded . However , along with pro-
viding some cushion of excess capacity, a data storage management
system is required to maintain the data base below saturation

V level. Such will be needed for both the large computers support-
ing administration and logistics management and for those systeri s
of much more limited size and memory capacities such as TOS.

Most computer data bases , those supporting batch opera-
tions as well as on—line real time systems , are designed with a
storage hierarchy. This hierarchy may have two , three , or more
levels. In general , there are usually two levels. These levels
are the main or primary memory and secondary or auxil iary memory.

V Main storage normally consists of magnetic core o metaloxide
V semi—conductor devices (perhaps in the future to be replaced by

magnetic bubble memory) .’8 Such devices are fast but relatively
expensive. Secondary or auxillary memory is generally slower and
less expensive , particularly as one goes to lower levels of the
storage hierarchy. An access ~ap exists between main and secon-
dary memory and another between secondary memory devices which
may be off—line or dismounted from the disc or tape units. The
relationship of these devices is illustrated in the following
d i ag r am:

18 Ralston , A. and Meek , C. L. Encyclopedia of Computer Science.
New York: Petrucelli/Charter , [976 , pp. 1332— 135 9 .
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Storage Technologies ’9

In addition to a requirement for sufficient relative
F speed and the need to minimize cost, most Army tactical systems

have severe space limitations which significantly influence the
management of data storage. The hierarchical relationships of

‘~ Ibid., pp. 1337.
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the computer storage systems are indicated in the next figure:

STORAGE HIERAR CHY

Butler-backing I c~u V

sto re L 
-V r~~ 

~~~~~~~

/ j V  
Buffer store 

Sacking (main) store

L’ 
-

Sulk sto re

Archival Store

Directly Coupled Hierarchical Storag e System 2°

The degree of connectivity between hierarchical storage levels
depends on the size and integration level of each specific sys-
tem . Buffer store , sometimes called cache memory, and the main
memory are the components of the central processing unit. Bulk V

store devices can be disc drives with permanent or removable disc
packs, tape drives with removable reels of tape and drum or strip
file devices. Archival store may or may not be on—line to the
central processing unit. In a tactical environment this archival
store may consist of reels of tape kept in tape libraries associ-
ated with Corps or Army headquarters and geographically removed
from the originating computer system . 

V

20 Ibid., pp. 1339.
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Management of Data in Storag e 21

To focus on the problems of data management in storage ,
certain assumptions must be made. These are:

• data are screened and allocated to the hierarchical
memory system by a predetermined algorithm ;

• procedures are taken to minimize the amount of storage
space the data will require , e.g., use of abbreviations
or coding , data compaction or compression techniques;

• data are categorized according to its expected useful
life and relative importance as a function of time ;

• supporting data system will permit the transfer of data
items, records and files from one storage device to

V 

another.

These assumptions provide the basis for designing a data storage
system . The system can support the decisionmaker/analysts infor-
mation requiremen ts by providing him with immediate access to the
most important information and a minimum delay in accessing the V
less impor tan t .

During the data capture function , data can be intro-
duced to the computer in m a c h i n e  readable  f o r m , this data will be

V edited , compacted or compressed and then stored in main or one of
the auxilliary memories. Ideally, the storage subsystems can be
designed so that the storage s t r u c t ur e  is tr a n s p a r e n t to the
user/programmer. Internal data transfer will be under the con-
trol of built—in algorithms.

The data storag e algorithms can be desi gned so that
data in main store is monitored for the decay in its relative
importance. Once a threshold has been reached , then the data ,

V file segment or file can either be migrated or “ trickled” to a
lower hierarchical memory level or erased . It is possible to
accelerate or delay this process , depending on the data process—
ing environment. Although in some systems i t m i g h t be poss ib le
to establish fairly rigid rules for the migration of files , the
dynamic nature of command and control data would almost preclude
the establishment of a rigid system without some manual override
provisions. This migration function can very well take place in
archival store which may be remote from the computer system loca-
tion.

21 Ibid., pp. 1332—1359.
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Associated with the migration of files is the require-
ment for a system that will move data from lower levels of the
storage hierarchy to higher levels or into the main memory. This
procedure is sometimes called perculating . Timely responsiveness
to a data query is, of cour se, a function of the hierarchical
storage level. If in attempts to access specific data , system
response is too slow or cannot access the necessary data , such
can generate a signal for a process of perculation or upward
migration of the files causing the delay. In the case of files
that have been placed in remote archival storage, procedures can

V 

be established for retrieving data through a communications link
or by other means such as a courier.

V Criteria for moving files from one storage level to
another is of utmost importance. Currently, such criteria is
normally based on the last time a file was accessed . The dynamic

‘V 
and highly critical aspect of the data bases providing Army tac-
tical information support require much more responsiveness and
sophistication than this. Thus, new more effective policies and
procedures must be established for efficient management of infor-
mation residing in computer hierarchical data bases.

CONCLUSION

The ADP system supporting tactical operations must be
able to respond to information requirements of Army decisionmak—
ers with timely, accurate and pertinent information under all
levels of crisis or combat operations. The procedures outlined
in this Annex can contribute greatly to the success of the tacti-
cal ADP system in meeting these requirements.
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App~’ndix C’

TACTICAL OPERATIONS SYSTEM (TOS)
OPERATIONAL/ORGANIZATIONAL CONCEPT

1. Operational Conc~~~

a. TOS will co4-’sist of an integrated set of hardware
(comp u t e r  m a i n f r ames , memory units , user  inpu t/ou tpu t devices ,
etc. ), software (computer prog i ams , da ta base , opera ting pro—
cedures) and personnel (oper .itors and maint enance personnel for
hardware and software) . TOS will be supported by existing and
emerg 1—~g tactical communications systems. TOS is designed to
suppo r t commander s  and staff elements at battalion , cavalry squa-
d ron , bri gade , and division. V

b. TOS will have th - flexibility to support commanders
and staff elements in new or char1ged configurations that result
from im~~lementation of new con -epts or doctrine.

c. Further definiti on of system functions and confi— V
g u r a t i o n s  of equ ipmen t w i l l  ~illow TOS to support com i~ande r s  and
staffs at corps and corps—related elements. V

d. TOS will provi de a capability to communicate within
echelons of a division , betw€ en divisions , and between division V

and corps using formatted man and machine readable messages.
V These messages will be used to transmit information , update da ta

bases , re tr ieve in f o r m a ti on f r o m  a da ta base , and p e r f o r m  speci al
processing of data within the cata base.

e. TOS will be able to exchange data under controlled
conditions with other cooperating tactical data systems , as
described in the INTEROP lila study.

f. TOS will be able to provide continuous support in a
secure manner , in accordance with the guidelines contained in the
ATACCIS Surety Handbook.

g. Operational requirements for TOS components are as
follows:

( 1) Div is ion Compu ter Cen ter (DCC). P r i m a r y  use of the DCC is
main tenance of the user data base , num er ical c a l c u l a t ions , V

f i l ter i ng , c o r r e l a ti on of i n f o r m a t i o n , generation of responses to
user queries , automated dissemination iun ction s , and suppor t of
user—related requirements . The DCC includes a computer mainframe

1 This draft Operation /Organizational Concept was provided by tl1e
U.S. Army Combine d Arms Training Agency, Fort Leavenworth , Kan-
sas.
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which is the main computational and memory capability of TOS.f TOS users at division main will be able to interact with the DCC
directly by cable/wire. Remote TOS users will use the tactical
communications system to interact with the DCC.

(2) Operator Control Console (0CC). The 0CC is co—located and
connected directl y to the DCC . This console provides a means for
hardware control , control and monitoring of input/output opera—
tions and enemy jamming , and for monitoring , controlling , and/or
modifying the technical status of the overall system .

(3) Terminal Control Unit (TCU) . This is a small—scale computer
system , with memory, that allows TOS users to interact with the
DCC, with various other devices within TOS , with other systems ,
and with outside agencies. The TCU is the controller for the
Analyst Consoles (AC) and the Interactive Display System , when
required . With built—in processing capability and memory, the
TCU can freely and rapidly exchang e data with the DCC , and must
provide the capability to receive , prompt , process data ,
retrieve , compose , edit , validate , store , display , print,
transmit , net monitor di gital/voice mes~~ ges and interface with
Army tactical communications equipment/systems . The TCU will
also provide an interactive capability to create , store ,
retrieve , transmit , and receive graphic displays. A stand—alone
capability is necessary for short—term CONOPS requirements.

(4) Analyst Console (AC ) . The AC is the primary user device for
the display of , and interaction with , computer—stored data.
Interaction with the central data base of the DCC is through the V
TCU. Analyst Consoles are coupled directly to the TCU and should
be equipped with a display/keyboard combination for creating ,
r e v i e w i n g , and graphically por traying information of interest to
the user , and printers for hardcopy output. Capabilities of the
AC should also include the ability to review , store , manipulate ,
and d i s s e m i n a t e  d a ta , bo th on reques t  (in f o r m  of a q u e r y )  , or
automatically. The AC must  have  a sc reen  capabl e of por tr a y i n g
alphanumerics and graphics on an illuminated map background .

(5) Interactive Display System (IDS). The IDS provides the
l a rge  d i s p l a y  capa b il i ty f o r  p r e s e nt a t ion of dec ision i n f o r m a t i o n
to the commander. It consolidates efforts from other IDS and
from each analyst ’s console operator. The IDS will be a
computer—driven display panel approximately 1 me ter sq u a r e .  I t
will provi de a map background , c a p a b i l i ty to c r ea te ne w d i sp lays
in terac ti v e l y ,  d i s p l a y  i n f o r m a t ion f r o m the da ta base th r o u g h
d i r e c t  comm un i c a t i o n wi th t he  DCC or indirectly through connec-
tion with a TCtJ , upd a te the da ta base f r o m  user  in pu t , and
store/retrieve displays. The IDS opt.~rator(s) wi li have the capa-
bili ty to create unique patterns , l ines , and special effects to
por tray th~ battlefield for his area of interest. Sufficient
memory to store display symboloqy for use in conjunction with
standard military maps is necessary to provide a man—machine
interac tive capability to reduce the burden on the host computer.
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(6) Bat talion Input/Output Device (BIOD). This will be a small
man— transportable device capable of send ing and receiving V
alphanumer ic messages throu gh communica tion wi th a TCU or the
DCC. The BIOD will provide capability to prompt message composi-
tion , ed i t  messages , and allow input/ou tpu t in either forma tted
or free text . The BIOD will allow input of operational and
intell igence informa tion to brigade /division , and rece ive
responses to SRI’s or receive other tac ti cal informa tion deemed
a p p r o p r i a t e  by h i g h e r  h e a d q u a r t e r s.  V

2. Organ izational Ccncept

a. TOS components will be located at division main ,
divis ion TAC CP, brigade , ba ttalion , and cavalry squadron level. V

The DCC’S and OCC’s are employed at division main. AC’ s, IDS ’ s
and TCU’s are employed at division and brigade level. BIOD’s
will be employed at battalion/cavalry squadron level.

b. TOS Personnel Requirements. The personnel listed
below represent an increase over current division authorization.
These pe rsonnel are the only increases necessitated by TOS.
Field ing a TOS is not envis ioned to decrease curren t personnel
au thorizations , but will increase overall operational effective-
ness. The manning indicated is tentative , pending pre par ati on of
the Provisional Qualitative and Quantitative Personnel Require-
men ts Information (PQQPRI). The computer center section is
respons ible for maintaining TOS 24—hours per day.

POSITION GRADE QUANTITY

System Con troller 04 1
Data  P r o c e s s i ng NCO E8 1
ADP Mach ine Opera tor E6 2 (1 per shif t)
ADP Repairman ES 2 (1 per shif t)
C o m m u n i c a t i o n s  S p e c i a l i s t  E4 2 (1 per s h i f t)
P o w e r m a n  E4 2 (1 per shif t)

(1) Sys tem Con tr o l le r (SC) . The Sys tem Con tr o l l e r  wi l l  h a v e  an
AC to m o n i t o r  and c o n t r o l  t he  d a t a  base , s t a r t  and stop t h e  sys-
tem , query the status of the system , and al ter prio r i t ies as wel l
as the existing processing schedule. The SC represents the corn—
mander whose organization and staff are supported by the DCC ,
manages the overal l ADP system operations , and supervises corn—
puter center personnel.

(2) Staff elements which use peripheral devices of the ADP sup—
port system will insure that train ed operators for the devices
are provided from within their assigned staff.

(3) Watch offic er positions will be established as additional
duties in both the intelli gence and operations elements of the
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Division TOC to oversee ADP ,requirements within their respective
area. Watch officers , as file managers , are responsible for mon-
itoring and controlling the status of their user files and will
coordinate with the system controller on the user related aspects
of the ADP system .

c. Division TOS ED System Configuration/Users.

(1) Intelligence Element. The following describes how func—
tional areas within the Intelli gence Element will interact with
TOS to perform assigned missions.

a) Reconnaissance and Surveillance (R&S). Accom-
plishes the function of planning and coordination
both air and ground reconnaissance and surveillance
activi ties throughout the division and providing
informa tion and intelligence thus collected . Person-
nel performing R&S functions will be provided one AC.

b) Mission Management and Dissemination (MMD) . Per-
forms the function of coordinating the flow of all
intelligence related information for the G—2 section
and attachments by manag ing the overall collection
effort , receipt and dissemination of information and
the overall in telligence production effort. Person-
nel performing the MMD func tions will be provided one
AC.

c) G—2 Watch Officer. The G—2 Watch Officer has one
dedicated AC to perform the functions required as the
ENSIT file manager.

d) Analysis and Production. The G—2 analysis and
production func tion is provided one AC which will be
used to query TOS ENSIT files for information which
will be fused wi th sanitized intelligence data and
provided to G— 2 staff members and to decisionmakers
at the TAC CP.

(2) Opera tions Element . The following describes how functional
areas wit h in the Opera tions Element will interac t with TOS to
perform assigned m issions.

a) G—3 Watch Officer. The G—3 Watch Officer has one
dedica ted AC to perform the functions required as the
FRENSIT file manager .

b) Opera tions. The G—3 operations function is pro—
vided one AC to monitor combat operations , develop
and coordinate detailed tactical planning for the
division , and consolidate , coordinate, and approve
all preplanned tactical airstrike requests.
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C) Plans. The G’-3 plans function is provided one AC
to develop operations plans and orders , transmit
graphic displays of proposed courses of action to the

V TAC CP for evaluation , and transmit approved plans to
subordinate units for implementation.

d) FSE. The FSE is furnished one AC which will
interoperate with the TACFIRE system . The FSE will
coordinate data requirements and procedures between
TOS and TACFIRE .

(3) Administration /Logistics Element. - The G—l and G—4 plans
function will each be provided one BIOD to input personnel ,
administrative , and logistics information to the TOS data base in
support of opera tions and intelligence planning/analysis , and to
provide information of an immediate nature to the DTOC and TAC CP
as required .

V (4) TAC CP. The Tactical Command Post will be provided with an
AC , an IDS, and a TCU. The AC will allow interac tion with the
G—2/G—3 staff elements at division main as well as any other
echelon having an I/O capability within TOS. The commander and
his G—2 and G—3 will be able to receive and transmit reports and

V messages -via the TCtJ. The large screen IDS will enable the com-
mander , G—2 and G— 3 to review graphic displays and make a rapid
assessment of the tactical situation , ini tia te correct ions if
required , and prepare sound recommendations and decisions based
upon complete and factual information.

(5) Brigade . The brigade will be provided one TCU and three
AC’s. The TCU will control the three AC’ s which will be allo—
cated as follows :

a) S-2. The S—2 AC will interact with division and
subordinate battalions , perform hierarchical review ,
limited correla tion and filtering , and pass pr i marily
combat information , with some intelligence , to higher
headquarters.

b) S—3. The S—3 AC will provide graphic and
alphanumeric interac tion wi th the opera ti ons element
and the TAC CP at division and interaction with
subordinate battal ion BIOD ’s.

C) BICC . One AC will be furnished to the S—2 BICC
to accomplish in tell igence analy sis , some correla t ion
and fil tering , coordinate wi th the division intelli-
gence element , p e r f o r m  i n t e l l i g e n c e  co l l ec ti on
managemen t ac t ivi ti es , an d es ta b l i s h  stand i ng
reques ts for informatio n to satisfy requirements out-
lined in FM 100—5.

(6) Battalion. The battalion will be furnished one BIOD to
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input —— in either formatted or free text alphanumeric form ——intelligence and operational information to brigade/division , and
receive responses to SRI ’s or other tactical information provided
by higher headquarters.

(7) Cavalry Squadron. The squadron will be furnished one BIOD
to accomplish the same functions listed for the battalion.

(8) Stand Off Target Acquisition System (SOTAS) . SOTAS ground
stations will be provided one TOS/BIOD to accomplish systems
interface, and provide for data input to the intelligence and
operations elements in the DTCC, and respond to SOTAS tasking by
the G—2.

(9) Technical Control and Analysis Center (TCAC). The TCAC will
V be furnished one TOS BIOD which will , based on tasking received ,

provide sanitized ELINT and SIGNIT type intelligence to the DCC.

___  
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Appendix D

MULTIOBJECTIVE LINEAR PROGRAMMING

Multiobjective linear programm ing differs from linear
programming because it deals with more than one objective func-
tion. A basic linear programming problem is of the form:

Max Z = ~~

V 
(1)

subject to ~~~~~~~~~~~

i,
~~ 0

V 

where Z is a scalar; ‘~~~ is an n x 1 vector , and cj, an element of
~~~~, is in $/unit of Xj; ‘~~~ is an n x 1 vector of ,~,ecision variables
comprised of scalars X j ;  ~ is an m x n matrix; b is an m x 1 vec-
tor and b j  is in units of resource; and all quantities except the
xj and resultant Z are known. A general multiobjective problem

-~ with s objectives is, however:

M a x 1=~~i

(2)
subject to ~~~i V S E

i~~~0

where all parameters .are as before except that Z is an s x 1
column vector a’nd ‘

~~~ -is an s x n matrix. It is clear from Equa-
tions (1) and (2) that the two problems are identical except for
their objective funct ions.

Althoug h the normal linear prog r amming problem is
easily solved using well—known techniques such as the simplex
method , the multiobjectiv e problem is not easily solved because
Z, a vector , cannot be immediately maximized or minimized .
Clearly, a normal linear prog r amming problem would result if all
but one of the objectives was ignored . For example , in the probl~ n
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Maximize dollar savings

subject to technolog ical

constra in ts

other constraints

- I an optimum may be found (point D in Figure 1). When considering
both savings and information impacts, however , little can be said
about the optimum when looking at the system without preference
information. We can only say that this optimum lies somewhere on
the transformation curve of net benefits. The two—objective
problem can be stated as

Max (savings benefits + information
completeness benefits)

subject to technological constraints
other constraints .

Such a two—objective maximization problem may be written
mathematically as:

Max I =~z1, z 2j
t _

(3)
subject to ~~~~~~~~~~~~~~~

where ~ is now a 2 x n ma tr ix  an d ~~~~, 
‘K and E are defined as

before. Note that the constraint set defined by Ax~~bon n—spacemaps into the feasible region defined by Z on 2—space as shown in
Figure 1. The boundary of the feasible region is, of course, the
transforma tion curve , TC.

For single objective l inear  progr ammin g , optimal ity is
unambiguous. That is, V EX is optimal when maximizing if:

L ~~~~

V VV

~~~~~

V V V V V

~~~~~~~~~

V V

~~~~~~~~~~~~~~~~~~~~~~
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Z(~~’)�Z(1) for all XEX , VcX

where X is the set of all feasible solutions. The set of all
feasible solutions is the set of solutions which satisfy the con-
straint set, and is defined as

x ~~~~~~ ~~~~ . (5)

For a multiobjective problem , the concept of optimality must be
replaced by the concept of “noninferiority ” . A solution , 11 €X ,

— 
is inferior if there is some solution WEX for which

Z(w) ? (6)

that is
? Z1(x~)

and
Z2(~ ) 2 Z2 (~ 1) (7)

where at least one of the expressions in Equation (7) must be
satisfied as a strict inequality . Conversely, a solution ~~~ is
said to be noninferior if there is no W E X such that

Z(V) 2 ~~‘ (~~~* )  (8)

Whereas the solution of a single objective linear prog ramming
problem is the optimal solution , the solution of multiobjective
linear programming is the definition of the set of noninferior
solutions , otherwise known as the noninferior set.

The desired set of noriinferior solutions will always
lie on the boundary of the feasible region. As one sees in Fig—
ure 1, any interior point , like point A , of the feasible region
will be inferior to at least one boundary point , such as points B
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and C. It is important to realize that all the transformation
curve need not be in the noninferior set. Note that in Figure 1,
the portibn of the transformation curve between the vertical axis
and point D is inferior to point D.

It is possible to solve a multiobjective linear pro-
gramming problem , that is, generate the noninferior set, by first
transforming the vector—valued objective function into a scalar—
valued function which allows solution by conventional methods.
The solution of the transformed problem will give a point in the
noninferjor set. The parameters used in the transformation may
then be varied systematically to provide enough additional points
to represent the noninferior set. One of the first presentations
of multiobjective linear prog.ramm ing was given in Beeson.1

Two approaches to the transformation of the objective
function into a scalar quantity are the so—called weighting
method and the constraint method . Weighting techniques have been
described by Zadeh ,2 Savir ,3 Geoffrion ,4 and Kapur.5 These
approaches transform the two—dimensional problem of Equation (3)
into

Max 
~~~ = + X2Z2 (9)

subject to x € X

where the objective function is now a scalar quantity. Generally
one of the X 1 will be selected to be equal to unity, thereby V

specify ing objective i as the numeraire. All other objectives
are weighted by selected X’s in terms of the numeraire.

1 Beeson , R., Optimization with Respect to Multiple Criteria.
Ph.D. Thesis , Los Angeles:University of Southern California.
1971.
2 Zadeh , L. “Optimality in Non—Scalar—Valued Performance Cri-
teria ” . IEEE Transactions on Automatic Control , Col. AC—8 .
1963.
~ Savir, ~i .  Multiobjective Linear Programm in~~. Report ORC
66—21. Berkeley : Operations Research Center , University of Cal—
ifornia. 1966.
~ Geoffrion , A. “Solving Bicriterion Mathematical Program .”
~p~erations Research , Vol. 15. 1967.
5 Ka pur , K. “Mathematical Methods of Optimization for Multiob—
jective Transportation Systems. ” Socio—Economic Planning Sciences
Vol . 4. 1970.
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When the noninferjor set is strictly convex , it may be
easily generated by the weighting method . By successively solv-
ing the transformed linear programming problem of Equation (9),
with systematically varied values of the A 1 weights , one may
trace out the noninferior set. This procedure is very easy to
carry out using the parametric programming features available in
most linear programming computer packages.

If the noninferior set is not convex , the weighting
method will fail to generate the entire noninferior set. Figure
2 shows a transformation curve , defining a noninferior set which
is not convex. The solution procedure , using the weighting
method , is started with A 1 = 0, X2 = 1, and yields Athe solution
point A. Next , the value of A.1 is increased to A .  The solu-
tions so obtained are on the se~~ ent AB of the transformation
curve . When A ‘

~~~~~
, however , three .possiE~le solutions exist , noone of which is better than the others. The solution A procedurecontinues by increasing X to values greater than A , giving

solutions on the segment DE of the noninferior set. The key
point is that the solutions “ sk ip ” f r o m  the  segmen t AB to the
segment DE , excluding the segment BD of the noniriferior set.
That is , the weighting method fails to generate the entire nonin—
ferior set when it is nonconvex.

An approach that will generate the whole noninferior
set, including flonconvex shapes, is the constraint method
which was first described by Facet. 6 In this solu—
tion procedure , the original problem of Equation (3) is
transformed into

Max

subject to ~~
‘ € X (10)

Z1 B1.

The objective function in Equation (10) has been made scalar by
the simple artifice of including objective Z1 as a constraint inthe problem . The subsequent approach for generating the noninfe—
n o r  set is nearly transparent. B-, is set equal to zero or some V

6 Face t, T. “A Solution to the Multiobjective Linear Programming
Problem ”. Cambridge: Ralph M. Par Laboratory Report , MIT.
1970. 
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other predetermined lower bound and is then increased incremen— Vtally until a solution is obtained which is infeasible. Each
value of B solves the scalar problem , thereby yielding a point in
the noninferior set. For example, in Figure 2, B, is varied from
zero to ~~ , where there is no feasible solution to Equation
(10) .

A shadow price A ,  is, of course, associated with the
constraint Z,?B in Equation (10). Consequently, at every solu-
tion point of Equation (10) , A., is the value of the trade—off of
objective Z2 against z ., . Also , the value of A , obtained from V

solving Equation (10) along the segments AB and DE would y i e ld
the same solution if it were used as a weight in Equation (9) .
The nonconvexity of the noninferior set causes this relationship
between the two problems to break down on the segment 3D of the
transformation curve shown in Figure 2.

The weighting and constraint me thods are  concep tua l l y
the most straightforward methods available for solving mul—
tiojbective linear programming prog rams. Recent research has
produced a number of other methods which offer computational
advantages. These include the noninferior set estimati3n method
developed by Cohon et al.’ and the multiobjective simplex methods
of foil ,8 Evans and Stever ,9 and Zeleny.’°

1 Cohon , J., Church , R. and Sheer , D. “Generating Mu ]tiobjective
Trade—offs: 1. An algorithm for Bicriterio n Problems. ” Water
Resources  Resear ch , forthcoming .
8 11011, S. “Efficient Solutions to a Multicrit erja Linear Pro-
gram with Applications to an Institution ot 4ig h e r  Ed u c a t i o n ” .
Ph.D. Thesis. Baltimore: The Johns Hopkins University. 1973. V

~ Evans, J. and Stever , R. “A Revised Simplex Method for Linear V
Multiple Objective Prog r ams.” Mathematical Programming , Vol. 5.
1973.
10 Zeleny, M. Linear Multiobjective Programming . Berlin:
Springer—Verlag , 1976. 
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